Horus: Fine-Grained Encryption-Based Security
for High Performance Petascale Storage
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Time Cost Breakdown

Time for one keyed hash: 1.986 ps.

Time for one 4096-byte block AES (using Intel AESNI
instructions): 27.265 ps.

Disk 1/0O: 44.047 us
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Ongoing Work

e Implementation in Linux file systems (using FUSE)
¢ Integration with Ceph
e Open source the prototype
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Conclusion

e With Horus, each client can only access the parts of large
files that they are allowed to access

e Using KHT for key management is well understood and the
performance penalty is reasonable
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