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Abstract— The magnitude of the I/O requirements for modern
ICs continues to increase due to the growing complexity and
size of ICs. The large I/O count found on most ICs have
forced most designers to use flip-chip packaging instead of wire
bonded packaging. Unfortunately, the solder bumps in flip-chip
packages are susceptible to failure, especially in the presence of
high temperatures which can cause large stresses and strains
leading to mechanical failure of the bump. In this paper, we
present a simplified stress/strain/fatigue model that can be used
during floorplanning to optimize for package reliability. We also
demonstrate a quadratic C4 bump placement method that can be
used during floorplanning to increase C4 bump reliability. Our
experimental results show that this co-optimization can increase
the lifetime of C4 bumps by about 47× with only a modest 3%
increase in HPWL wirelength.

I. INTRODUCTION

There are two main methods of connecting IC dies to

package substrates, wire bonding and flip chip processing.

Wire bonding consists of routing bond wires from the I/O pads

located on the perimeter of the die to the package. The flip

chip method, also called Controlled Collapse Chip Connection

(C4), connects the die to the substrate using C4 solder balls

located throughout the die area. A sideways view of a flip chip

package is shown in Figure 1 highlighting the C4 solder ball

connections between the chip and package.

Fig. 1. Flip Chip Package

There are several advantages of flip chip designs over wire-

bonded designs. Since the I/O connections can be located

throughout the die, the length of wires connecting the die to the

package can be greatly reduced leading to better performance.

Also, since the I/O connections are not limited to the perimeter

of the die, more I/O connections are feasible than in wire

bonded designs. Lastly, wire bonded designs usually require

larger packages due to the I/O pads and bonding wires. These

advantages along with the increase in complexity and size

of ICs have resulted in many modern designs using flip chip

connections [1].

One of the major disadvantages of flip chip designs over

wire bonded designs is the reliability of the C4 solder balls.

Due to the Coefficient of Thermal Expansion (CTE) mismatch

between the different layers in the package (substrate, un-

derfill/C4 balls, and silicon die), the solder balls experience

large stresses which, over many thermal cycles, can lead

to crack formation and subsequent failure. A recent $150-

200MM recall by NVIDIA [2] of certain GPUs due to solder

ball reliability illustrates the severity of the problem.
Due to recent legislature banning the usage of hazardous

lead in electronic components, lead-free solders have started

being used in flip chip designs. Unfortunately, these lead-free

solders are more susceptible to failure from thermal cycling

than lead based solders, which means that C4 bump reliability

will become increasingly important in future IC designs. One

method of addressing the solder bump reliability problem

during IC design is to co-optimize the placement of bumps

and the chip which will be the focus of this paper.
The importance of chip package co-design are detailed in

the work of McGrath et al [3]. However, most traditional

floorplanning papers found in literature only consider wire

bonded designs. There have been a few recent works that

consider the flip chip packaging problem with some of these

works focusing on C4 bump placement [4]. Others have

focused on the co-optimization of the placement of I/O buffers,

C4 bumps and blocks so as to minimize design metrics such as

total wirelength and skew [5]–[7]. Others have considered flip

chip routing and how it affects PCB escape routing [8]. In an

alternate direction, there have been many works on modeling

the reliability of solder balls and flip chip packages [9]–[12],

but none of these works consider the co-optimization of C4

bump placement and block placement to increase package

reliability. To the best of our knowledge, this is the first work

to consider bump placement/floorplanning in flip chip designs

to increase the lifetime/reliability of C4 bumps.
Our contributions in this paper are three-fold.

• First, we outline a simplified stress/strain/fatigue model

for C4 solder balls.

• Second, we develop a quadratic C4 ball placement algo-

rithm that optimizes for both wirelength and reliability

which can be used during floorplanning.

• Third, we show that by doing package chip co-

optimization, solder ball reliability can be increased with-

out significant loss in the previous performance metrics.

Our work proceeds as follows: Section II introduces the the-

oretical and experimental motivation for our work. Section III

discusses how stress and strain affect C4 reliability. Section IV
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introduces our quadratic C4 ball placement algorithm for

improved reliability. Section V provides the experimental

setup and then the results obtained from our floorplanner are

presented in Section VI. Finally, Section VII concludes the

results.

II. THERMAL-MECHANICAL STRESS

In this section we provide a brief explanation of the

stress/strain models used in our experiments.

A. Shear Strain in C4 Solder Bumps

Strain in C4 bumps are caused by the CTE mismatch

between the silicon chip and the substrate to which the chip is

attached. The CTE mismatch causes the chip and the substrate

to expand by different amounts when subjected to changes in

temperature which results in shear strains in the solder balls as

shown in Figures 2(a)and 2(b). Figure 2(a) shows the substrate

and chip in the equilibrium state and Figure 2(b) shows the

substrate and chip after a increase in temperature.

(a) Equilibrium Bump Positions

(b) Bump Positions after Temperature In-
crease

Fig. 2. Shear Strain in C4 Bumps

B. Strain and Stress Calculation

1) Strain: The shear strain caused by the CTE mismatch

can be approximated using the following formula [13]:

γ = r (αs − αc) ∆T (1)

where r, is the scaled distance from the centroid of

chip/substrate, αs is the CTE for the substrate, αc is the CTE

for the chip, ∆T is the difference in temperature from the

equilibrium temperature value and γ is the shear strain. It

should be noted that the maximum shear strain occurs at the

edge of the chip and no shear strain occurs at the center as

illustrated in Figure 2(b). Equation 1 assumes that there is

no underfill between the substrate and the chip. Underfill pro-

vides mechanical reinforcement between the die and substrate,

consequently reducing the strains and stresses experienced by

C4 balls. Modelling the underfill effects however is a complex

task and usually requires Finite Element Analysis(FEA). For

our calculations we chose to ignore the underfill effects, hence

all the strains calculated can be viewed as an upper limit to

the actual value. For our experiments, we used 2.3 and 25 for

the values of αc and αs respectively.
2) Stress: If we assume that the C4 solder material obeys

Von Mises’ criterion, the equivalent strain can be approximated

from the following formula

ǫe =

√
2

3
[(ǫxx − ǫyy)2 + (ǫyy − ǫzz)

2 + (ǫzz − ǫxx)2

+
3

2
(γ2

xy + γ2

yz + γ2

xz)]
1

2 (2)

where ǫ and γ are the various normal and shear strains in the

solder material. Since the dominant shear strain in solder balls

is in the xy plane, we set all the normal and shear strains to

0 except γxy . The equivalent stress can be estimated from the

equivalent strain using the stress-strain relationship

σe = Eǫe (3)

where σ is the equivalent stress and E is the Young’s modulus

of the material. The Young’s modulus of solder is, however,

temperature dependent. For our experiments, we approximate

the Young’s Modulus for the SnAgCu solder as

E = 52708 − 67.14T − 0.0587T 2 (4)

where the temperature is measured in Celsius. This relation

was obtained from experiments presented in [9].

III. C4 BALL FAILURE

As stated in the introduction, SnAgCu C4 solder balls are

susceptible to low cycle thermal fatigue failure as a result of

their viscoplacsiticity. Failure in C4 balls is usually due to

fracture which is caused by crack formation and propagation

caused by cyclic thermal induced stresses. Figure 3 obtained

from [13] illustrates the magnitude of the cracks that can be

created in solder balls from thermal cyclic loading.

Fig. 3. Fracture of SnAg Solder Ball [13]

There are several methods of estimating the mean cycles

to failure for C4 solder balls. For our experiments we used

the Knecht-Fox model due to its simplicity. The model is

described in the following equation:

Nf =
C

∆ǫc

(5)

where Nf is the number of cycles to failure, C is an empirical

constant and ∆ǫc is the creep strain range. For our experiments

C was set to 8.9 as reported in [12]. Details on how to calculate

the creep strain range for a C4 solder bump can be found in

Section III-A below.



A. Creep Analysis

Creep is defined as the slow deformation of a material

subject to high stresses. It is positively correlated to temper-

ature in that large temperatures increase the rate of the creep

deformation. The creep strain rate in SnAgCu C4 solder balls

can be calculated by using the Garofalo-Arrhenius hyperbolic

sine law:

dγ

dt
= C

(

G

Θ

)

[

sinh
(

ω
τ

G

)]n

exp

(

− Q

RΘ

)

(6)

where dγ
dt

is the creep shear strain rate, γ is the creep shear

strain, C is a material constant, Θ is the absolute temperature,

G is the shear Modulus, τ is the shear strain, Q is the activation

energy, R is Boltzmann’s constant, n is the stress exponent and

ω is the stress level. Since we assume the C4 bumps obey Von

Mises’ criterion, Equation 6 can be rearranged to:

dǫ

dt
= C1 [sinh (C2σ)]

C3 exp

(

−C4

T

)

(7)

where C1, C2, C3, and C4 are material constants, σ is the

equivalent stress, T is temperature, dǫ
dt

is the equivalent creep

strain rate. The equivalent stress is calculated using Equation 3.

In our experiments the bump temperatures were obtained

through Hotspot [14] simulations. A detailed explanation of

how these temperatures are estimated is given in Section III-

B. For our experiments, we set C1 as 501.3, C2 as 0.031, C3
as 4.96 and C4 as 5433.5 which are the material constants

reported in [15]. Given a creep strain rate, the creep strain

range can be calculated using the following equation:

∆ǫc = tǫ̇c (8)

where ǫ̇c is the creep strain rate and t is the length of time

a bump is subjected to a high stress (i.e. the time the chip is

in an active state causing high temperatures and consequently

high stresses). In our experiments we assumed the chip would

be in its peak active mode for 1s intervals.

B. Temperature of Bumps

The temperature of the bumps are determined by two

factors: 1)The self-heating generated in the bumps as current

flows through them and 2)The temperature of the blocks within

the vicinity of the bumps. We used multi-layer simulations

in Hotspot to generate accurate pin temperatures. For our

experiments, we used three layers. Layer 1 is the pin layer,

layer 2 is the silicon layer and the final layer is the thermal

interface material (TIM) layer. The resistivity and the current

through the bump was used to determine the self heating power

of an individual bump according the following equation:

Hbump = i2
(

ρ
h

πr2

)

(9)

where Hbump is the heating power of the bump, i is the current

flowing through the bump, ρ is the resistivity of the bump, h is

the height of the bump and r is the radius of bump. The current

in the bumps were assumed to be between 0.1A and 1A which

are the values used in the experiments in [16]. The diameter of

the solder bumps were set to 50µm, the height of solder balls

were set to 60µm, and the minimum pitch was set to 100µm

as reported in [17]. The thermal conductivity and electrical

resistivity of the balls were assumed to be that of Tin(Sn) and

set to 67 W/mK and 1.09 × 10−7Ω · m, respectively.

IV. FLOORPLANNING FOR RELIABILITY

In this section we outline methods to increase the lifetime

of C4 bumps during floorplanning using the previously men-

tioned fatigue model and our quadratic C4 ball placement

algorithm.

Analysing Equation 7, it is clear that the reliability/lifetime

of a C4 bump is affected by 1) temperature, 2) stress and 3) the

material properties of the solder balls, package and chip. Fac-

tors 1 and 2 can be controlled during floorplanning/placement

since the placement of blocks affects the temperature map of

the chip and the placement of bumps will affect the bump

distance from the center of the chip and subsequently its stress.

A. Quadratic Ball Placement

Our proposed quadratic ball placement algorithm is shown

in Algorithm 1.

Algorithm 1 Quadratic Stress-Aware Ball Placement

Require:
Stress-Aware I/O Ball Placement.

Ensure:
All balls satisfy a minimum number of cycles to failure.

1: Calculate optimal position for balls via quadratic optimization.
2: Create a grid of possible ball locations.
3: Calculate the failure rate at all possible ball locations.
4: Prune possible ball locations.
5: Greedy legalize ball positions.

The first step of the algorithm consists of determining

the optimal location of C4 balls using quadratic wirelength

optimization. This consists of solving the following quadratic

program:

min
1

2

n
∑

i

m
∑

j

wij (pxi − bxj)
2

+ (pyi − byj)
2

(10)

where wij is the weight of the connection between block j

and ball i obtained from the device net-list, n is the number

of pins, m is the number of blocks, pxi and pyi are the x

and y coordinates of ball i, and bxi and byi are the x and y

coordinates of block j.

If a net in the device net-list only contains a single block

and pin, then the weight of the connection between the block

and pin is 1. However if the size of the net is greater than

2, then the clique model [18] is used to calculate the weight

between each block and pin within the net.

After the optimal pin locations have been found the algo-

rithm creates a grid of possible C4 ball locations using the

minimum pitch distance between C4 balls, and the length and

width of the chip. Once the grid has been created, the failure

rate due to CTE mismatch between the substrate and die is

calculated for every possible C4 location using a temperature



map generated from the block layout and the fatigue models

detailed in Section III. The next step of the algorithm consists

of removing all possible ball locations that have potentially

low reliability. There are two methods that can be used

for pruning bad ball locations. The first method consists of

specifying a minimum number of cycles to failure for all

the balls in the design. Given this value the algorithm will

remove all possible ball locations with a value below that

specified value for being a candidate location for a data I/O

ball. The other method of pruning consists of specifying a

number of possible ball locations (N ) that will not be used.

The algorithm then removes the N possible ball locations with

the lowest number of cycles to failure. The final step of the

algorithm consists of legalizing the ball placement from the

first step. Legalization consists of assigning a ball to one of the

possible ball locations on the grid array calculated in step 2

minus the locations removed from step 4 of the algorithm. The

legalization employed by our algorithm is a greedy procedure

which consists of 2 steps. In the first step, for each possible

ball location the number of balls closest to that location is

tabulated and placed in a bin. The possible ball location bins

are then sorted so that the bin with the largest number of balls

is first in the list. Finally, for each bin in the list, the balls are

greedily place as close to its optimal location avoiding overlaps

with other pins and the locations that have been removed for

reliability issues.

B. Floorplanning

The location of I/O C4 balls affects the floorplan and vice-

versa. Consequently it is important to co-optimize floorplan-

ning and pin placement.

For our baseline floorplanner we used a simulated annealing

algorithm that is similar to other modern floorplanners [19].

Our simulated annealer has three moves: interchange two

blocks by swapping both sequence pairs, displace a single

block by swapping one pair in a single sequence pair and

rotation of a single block.

The cost function for the floorplanner is:

cost = α · area + β · HPWL + η · P (11)

where area represents the floorplan area, HPWL is the half

perimeter wirelength, P is a value calculated from the power

density distributions on the chip, and α, β, η are the different

weights associated with each value. The power density cost

was added to the floorplanner cost function to determine the

effects of thermal-aware floorplanning on C4 ball reliability.

During floorplanning calls are made to the quadratic stress-

aware pin placement at a specified frequency so as to co-

optimize for both wirelength and reliability. For our experi-

ments, the floorplanner called the quadratic placement method

at a 5% frequency rate. This value was chosen empirically. The

stress-aware pin placement could be called for every move for

the floorplanner, but this would lead to significant increases in

runtime.

V. EXPERIMENTAL SETUP

We implemented our floorplanner in C++. It uses a simu-

lated annealing algorithm with a sequence-pair (SP) represen-

tation [20]. For thermal analysis, we integrated with HotSpot

5.0 using the default parameters. We use the more accurate

grid mode for the temperature simulations for our final results.

The conjugate gradient method was used for solving the

quadratic program in our placement algorithm. Our results

are run on a CentOS 5.1 Linux system with a 2.6GHz AMD

Opteron processor and 8GB of memory.

We use the larger GSRC benchmarks for our experiments

due to the small number of pins found in the smaller bench-

marks. The GSRC benchmarks do not have actual dimensions

or power information and both of these parameters dramat-

ically affect the performance of the heat sink and overall

chip cooling. For benchmark dimensions, we scaled all the

benchmarks to be in range of medium to large area chips

(0.5-2cm2). To do this, we assume that the dimensions for

the GSRC benchmarks are in tenths of a micron. The aspect

ratio of soft blocks is constrained to the limits specified in the

respective benchmarks (0.3 to 3.0).

For block power information, we randomly generate power

numbers using design power densities similar to the predicted

65nm node in [21]. The power densities used are 750 W
cm2 ,

250 W
cm2 and 25 W

cm2 with corresponding frequencies of 15%,

45% and 40%. The mean is therefore 235 W
cm2 and there is

approximately a 3.2× difference between the average and

maximum power density as observed in [21].

The positions of the C4 balls are constrained to a grid with

a minimum ball pitch which of 100µm [17]. The number of

C4 ball locations within the grid is actually larger than the

number of I/O pins required by the chip so as to allow for

some flexibility in their placement. Up to 10% missing balls

is common in many commercial chips.

Since the temperature map of a floorplan is strongly de-

pendent on the amount of whitespace available, we perform

fixed-area floorplanning for fair comparisons. Consequently,

the area cost during annealing is the area outside of the fixed

area. We do not place constraints on the floorplan aspect ratio,

however. For the experiments in the subsequent sections, we

used a fixed area that is 10% larger than the total area of

all blocks. All the results presented are mean values for 100

simulated annealing runs.

VI. EXPERIMENTS

We conducted three sets of experiments to analyze the

effectiveness of our reliability based floorplan methodology.

The first experiment consisted of only doing HPWL opti-

mization (η = 0, no pruning of candidate pin locations) to

serve as a baseline for the other two sets of experiments.

The results of the HPWL optimization are shown in Table I.

The creep rate (ǫ̇c) reported in the table is the maximum for

all the bumps, and the number of cycles to failure (Nf ) is

calculated from that creep rate. The second set of experiments

consisted of doing HPWL optimization in conjunction with

temperature optimization (no pruning). The results of these



experiments are detailed in Section VI-A. The final set of

experiments consisted of doing HPWL, temperature and reli-

ability optimization concurrently. The results are summarized

in Section VI-B.

A. Temperature Optimization

The analysis presented in Section IV showed that large

temperatures significantly affected the creep rate of C4 solder

balls. To determine the significance of high peak temperatures

on the creep rate of C4 balls, temperature optimization ex-

periments (no pruning) were conducted. The results of these

experiments, also depicted in Table I, show that temperature

optimization during floorplanning can significantly increase

the reliability of C4 balls. Temperature optimization was

able to decrease the average maximum creep rate over all

benchmarks by 85%, and increase the lifetime of C4 balls

by a factor of 12× even with just a 3K decrease in peak

temperature. This significant decrease can be explained by

examining the location of hotspots in HPWL vs Temperature

optimized floorplans. In HPWL optimized floorplans, blocks

with large power densities have a possibility of being placed on

the periphery of the chip causing significant hotspots due to the

adiabatic boundary conditions. Consequently if a pin is placed

in the vicinity of that block it will have a high creep rate,

since it is located at the edge of the chip and is subjected to

high temperatures. In temperature optimised floorplans, blocks

with large power densities have a much lower probability of

being placed at the periphery of the chip since that would lead

to large temperatures. Consequently there are fewer hotspots

located on the periphery of the chip, the area of the chip that

is susceptible to large creep rates.

B. Reliability Optimization

C4 ball reliability optimization experiments were conducted

to determine if pruning bad C4 ball locations could provide

improvements over thermal-aware floorplanning. The results

of these experiments, depicted in Table II, show that pruning

bad C4 ball locations can lead to significant improvements in

the C4 bump reliability, even when compared to thermal-aware

floorplanning. The ball reliability optimization was able to

decrease the average maximum creep rate over all benchmarks

by a factor of 94%, and increase the lifetime of C4 balls by a

factor of 47× as compared to HPWL only optimization. These

improvements came without a significant increase in HPWL

wirelength (3.6%) or runtime (1.36×) as compared to HPWL

only optimization.

An example plot of n100 with and without reliability

optimization is shown in Figure 4. Figure 4(a) corresponds

to HPWL-only optimization. The HPWL for this placement is

176537, the maximum temperature is 358.5K, the maximum

creep rate is 1.64E-3, and the runtime is 26.16s. The creep

rate corresponds to a number of cycles to failure value of

5349. Figure 4(b) corresponds to HPWL, temperature and

reliability optimization. The HPWL for this placement is

179834, the maximum temperature is 352.9K, the maximum

creep rate is 1.40E-4 and the runtime is 29.86s. The creep

TABLE II

PIN PLACEMENT OPTIMIZATION RESULTS

HPWL, Temperature and Reliability Optimization

Bench. HPWL Max T ǫ̇c Nf Time(s)
n30 59230 357.49 1.06E-04 82925 10.58
n50 107321 364.29 3.89E-04 22597 17.35
n100 182905 353.59 1.94e-04 45310 33.98
n200 379144 355.14 3.26e-04 26964 142.63
n300 600652 358.38 4.90e-04 17939 327.58

Mean 3.6% 3.96 K 0.06× 47× 1.36×

rate corresponds to a number of cycles to failure of 63083.

These figures show that by using reliability optimization along

with temperature optimization, the lifetime of C4 balls can be

greatly improved with a modest increase in HPWL and run-

time. The reliability aware floorplanning tends to not place

pins in hotspots, especially those located on the edge, while

the HPWL optimization will tend to place pins closer to their

respectively blocks even if it means placing a pin in a position

where it can fail rapidly due to thermal cycling.
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(a) HPWL Optimization Only
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Fig. 4. Example Results for n100

VII. CONCLUSIONS

Modern ICs have large I/O requirements due to the steady

increase in their size and complexity. As a result, more

modern ICs are using flip chip package solutions as opposed



TABLE I

TEMPERATURE OPTIMIZATION RESULTS

HPWL Only HPWL and Temperature Optimization

Bench. HPWL Max T(K) ǫ̇c (1/s) Nf Time(s) HPWL Max T(K) ǫ̇c (1/s) Nf Time(s)

n30 54420 364.64 1.44E-02 609 9.39 54899 360.29 5.37E-04 16367 9.69
n50 103339 368.68 2.62E-02 336 14.57 104039 365.42 1.44E-03 6100 16.67
n100 177711 357.87 3.17E-03 2770 27.46 179513 355.37 5.83E-04 15077 32.56
n200 371960 357.68 2.65E-03 3312 95.96 374971 356.21 7.36E-04 11946 128.15
n300 596528 359.49 4.28E-03 2054 185.94 603540 358.34 8.88E-04 9903 283.84

Mean 0% 0K 0 1/s 0× 0× 1.7% 2.55K 0.15× 12× 1.25×

to wire bonded solutions to meet the I/O requirements. One

major disadvantage of flip chip solutions is the reliability

of solder balls since they are susceptible to failure from

thermal cyclic fatigue. In this paper we propose a thermal

fatigue model for solder balls in flip chip packages that

can be used for chip package co-optimization. We used our

model to quickly evaluate candidate C4 ball locations to guide

reliability floorplanning. Using our reliability floorplanner on

GSRC benchmarks, we were able to significantly increase

the lifetime of C4 balls, even when compared to thermal-

aware floorplanning. Thermal-aware floorplanning was able to

increase the lifetime of C4 balls by 12× on average compared

to only HPWL optimization, which was congruent with our

expectations due to the large dependency of creep rate on

temperature. However, our proposed quadratic pin placement

algorithm was able to improve on thermal-aware floorplanning

significantly, as the increase in the lifetime of C4 balls was

49× on average compared to only HPWL optimization. These

improvements came with a modest 3% increase in wirelength

and a 1.36× increase in runtime. In the future we would like to

verify our model against FEA simulations and also to extend

our work to consider multiple temperature maps.
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