Brados: Declarative Programmable Object Storage
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Storage Abstractions Are Changing Storage System Programmability in the Wild
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Driving example is ZLog, an implementation of the openstack

CORFU [1] high-performance shared-log protocol on
top of software-defined storage.
* Service reuse: replication and erasure coding < Log Striping
 Transparent upgrades and tiering
 Explore new interface implementations
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Large Design State Space
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Existing approaches to extensibility rely on hard-coded interfaces [1] Balakrishnan, et. al, “CORFU: A Shared Log Design for Flash Clusters”, NSDI 2012
and data layouts. A large design space complicates development
and upgrade decisions.
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different storage strategies. Developer may have selected non-optimal
solution in older version.
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bloom :write do T

bloom do

# epoch guard temp :valid_write <= write_op.notin(found_op)
invalid_op <= (op * epoch).pairs{|o,e€| log <+ valid_write{ |o| [0.pos, 'valid', o.data]}
ZLog Append Through (Version 1 vs 2) 0.epoch <= e.epoch} ret <= vaIid_write{ |O|
mmm Version1  wmsm Version 2 valid_op <= op.notin(invalid_op) 0.type, 0.pos, o.epoch, 'ok'] }

Version )SpQ“'d up

Appends pe: Second

ret <= invalid_op{|o| ret <= write_op.notin(valid_write) {|0|
[0.type, 0.pos, o.epoch, 'stale']} 0.type, 0.pos, o.epoch, 'read-only'] }
end
# op's position found in log
found_op <= (valid_op * log).lefts(pos => pos) bloom :seal do
, notfound _op <= valid_op.notin(found_op) epoch <- (seal_op * epoch).rights
‘ epoch <+ seal _op { |o| [0.epoch] }
5 # demux on operation type temp :maxpos <= log.group([], max(pos))
write_op <= valid_op {|o| o if o.type == 'write'} ret <= (seal_op * maxpos).pairs do |0, m|
seal op <=valid_op {|o| o if 0.type == 'seal'} [0.type, nil, o.epoch, m.content]
end end
end
Brados is a declarative language based on Bloom (Alvaro, CIDR ’11) that is used to express storage
interfaces. Shown above is a snippet of the specification of the CORFU protocol. Optimization

techniques are applied to generate an implementation.
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Two implementations of the same interface may have up to an order of

magnitude difference in append performance across log entry sizes. When
the size of the design space is large automated techniques to generate
physical designs are needed.
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