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Abstract

We analyze the causal effect of online ads on the conversion
probability of the users who click on the ad (clickers). We
show that designing a randomized experiment to find this
effect is infeasible, and propose a method to find the local
effect on the clicker conversions. This method is developed
in the Potential Outcomes causal model, via Principal
Stratification to model non-ignorable post-treatment (or
endogenous) variables such as user clicks, and is validated
with simulated data. Based on two large-scale randomized
experiments, performed for 7.16 million users and 22.7
million users to evaluate ad exposures, a pessimistic analysis
for this effect shows a minimum increase of the campaigns
effect on the clicker conversion probability of 75% with
respect to the non-clickers. This finding contradicts a recent
belief that clicks are not indicative of campaign success, and
provides guidance in the user targeting task. In addition, we
find a larger number of converting users attributed to the
overall campaign than those attributed based on the click-
to-conversion (C2C) standard business model. This evidence
challenges the well-accepted belief that C2C attribution
model over-estimates the value of the campaign.

1 Introduction and Motivation

Recent developments in online campaign attribution
and evaluation have demonstrated the effectiveness of
display advertising on user conversion and search key-
words probabilities [17, 18, 5]. These findings have
motivated advertisers and ad networks to measure the
effectiveness of campaigns in metrics other than user
clicks. The belief that user clicks are not informative
to measure the success of a campaign is increasingly
gaining acceptance in the research community and in-
dustry. Dalessandro et al. concluded that user clicks do
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not correlate with user conversions, and that user tar-
geting based on clicks is statistically indistinguishable
from random guessing [9]. These findings are drawn
based on the power of user clicks to predict conversions
in observational data. However, a significant percentage
of these conversions are likely to be unrelated with, and
not caused by, the campaign, as it is standard in online
advertising attribution analysis [18].

A more accurate approach is to measure the cam-
paign effect on the conversion probability of the users
who click on the ad (clickers) with a randomized ex-
periment. Based on this effect, we can determine the
importance of the click in the user targeting optimiza-
tion. However, to design such experiment one would
need to randomize the users into control/study groups
after finding the clickers. This randomized design is
not feasible because, to observe the user selection intro-
duced by the click event, the online ad must be displayed
to the users of the study and the control groups. Ide-
ally, this user selection needs to be known before the
campaign or the placebo ad is displayed in order to ran-
domize the clicking users properly.

We propose to find the local average campaign effect
on the clicker conversions based on the standard cam-
paign evaluation randomized design. To the best of our
knowledge, the proposed method is the first approach
in the ad effectiveness measurement literature that esti-
mates this effect based on randomized experiments. In
the context of the Potential Outcomes causal model, we
use Principal Stratification [10] to condition the cam-
paign effect on the user click event. This framework al-
lows us to model the treatment causal effect conditional
on post-treatment variables, which are affected by the
treatment and consequently are non-ignorable [24]. We
compare the effect on the conversion probability of the
clickers and the non-clickers to determine if the click
event provides significant information to separate users
with higher or lower campaign impact.

We discuss related advertising evaluation literature
and causal modeling of post-treatment variables liter-
ature in section 2. We approach the problem in two
phases: the randomized design, and the causal model-
ing given this design. For the randomized design we



discuss the issues that prevent us from designing an ex-
periment focused solely on the clicking users in section
3.1. We illustrate the randomized design we employed,
which is focused on the measurement of the ad exposure
effectiveness. In the casual modeling phase, we propose
a method in the Potential Outcomes causal model to
estimate the campaign effect on the clicker conversions
based on the randomized experiment of section 3.2. In
section 4 we analyze the effectiveness of the estimation
method with simulated data, and discuss the results for
two large-scale randomized experiments in detailed. Fi-
nally, we discuss the impact and benefits of the esti-
mation approach in the ad effectiveness literature, as
well as the impact of the results for user targeting and
attribution in section 5.

2 Related Work and Background

Online Display Advertising poses unique challenges to
measure the causal effect of online campaigns on the
probability of online sales (or conversions). These chal-
lenges include: small propensity of an online user to
convert (typically in the order of 1 in 10,000 or less
[5]), small average causal effects and campaign lifts,
and a severe user selection bias introduced by sophis-
ticated campaign management that targets users and
executes the bidding policy in ad exchanges. Due to
these constraints, the use of randomized experiments is
becoming the standard evaluation practice [8, 18, 28, 6],
as opposed to the analysis of observational studies
[7, 15, 19, 27, 4] where no randomization is deployed.
Overall, observational studies are likely to over-estimate
the campaign effectiveness [18]. Lewis and Reiley model
the campaign effect on clicker conversions by analyz-
ing observational data in a differences-in-differences ap-
proach, in spite of the availability of randomized data
[17]. Dalessandro et al. performed an analysis to asses
the effectiveness of optimizing user clicks in user target-
ing based on observational data, which tends to find cor-
relations between user clicks and a significant amount
of conversions not caused by the campaign [9]. Even
when randomized experiments are performed, the user
clicks are often discarded [16] due to the lack of effective
techniques to incorporate them in the causal analysis.
In the Potential Outcomes causal model, Principal
Stratification has been successfully used to find treat-
ment effect when a selection bias is unavoidable in a
randomized experiment [10]. The analysis of random-
ized experiments with non-compliance, where the ran-
domly assigned individuals might opt out of the exper-
iment due to treatment side effect [13, 14], is one of
the most successful applications. Similarly, the analysis
of right-censored data due to non-ignorable individual
death [25, 11], and the education programs assessment

with truncated data due to student drop-out [29], are
other problems where an unavoidable (or endogenous)
bias is addressed by Principal Stratification. A differ-
ent approach when intermediate variables, such as user
clicks, are observed in the “causal path” is to consider
“causal mediation” or indirect effects [22, 21]. However,
Rubin illustrates the risk of a bias analysis when the po-
tential outcomes are not properly modeled by indirect
effect analysis [23].

We propose a method to model the causal effect of
advertising in the sub-population of clickers and non-
clickers. This approach closes the gap between a purely
observational analysis of the effect on the clicker conver-
sions and the analysis of this effect with randomized ex-
periments. As the problem is different than previously
addressed problems by Principal Stratification, we solve
the identifiability problem, typical in these problems,
with mild and reasonable assumptions in online adver-
tising. The uncertainty of the estimations is modeled
in a Bayesian framework and a Gibbs-sampling based
inference approach.

3 Proposed Methods

3.1 Randomized Design The current practice to
estimate the campaign causal effect is to run a random-
ized experiment assuming the ad creative is the treat-
ment to evaluate. In this context, the online visiting
users are randomly assigned to the control or the study
groups before the campaign starts. These users are
maintained in the assigned group during the entire du-
ration of the campaign. For those assigned to the study
group, the campaign ad is displayed, while a placebo
ad (assumed to be completely unrelated to the adver-
tiser running the campaign) is displayed to the users of
the control group [18, 28]. Then, the online users are
tracked, based on tracking cookies or e-mail sign-ups, to
observe if they convert in the advertiser website or not.
In practice, the placebo ads are displayed by running
a placebo campaign, which replicates the user selection
(or targeting) performed by the advertising campaign.

Following a similar logic, to design a randomized
experiment to estimate the campaign effect on the
clicker conversions one can run a placebo campaign to
replicate the clicking user selection. Then, a placebo
ad would be displayed to the users in the control group
once this selection is observed to the placebo campaign.
Unfortunately, running such a design is not feasible
because the clicking user population segment cannot
be observed without showing the campaign ad. This
prevents us from running a randomized experiment
focused on the sub-population of clicking users.

To avoid relying on fully observational data, whose
effectiveness to find causal estimates has been seriously
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Figure 1: Randomized Design. The user clicks and conversions are collected for the user population of interest.

questioned in Online Advertising [18], we take advan-
tage of the randomized design used in standard cam-
paign evaluation. Thus, we randomly assign the users
to control and study groups and focus on those selected
by the ad-network targeting engine. This user popu-
lation represents the universe of users for the effects of
this paper. Fig 1 illustrates the randomized design. Asa
consequence of this design, the user selection introduced
by the user clicks becomes a post-treatment variable, or
a random variable that is affected by the campaign [10].
In the Potential Outcomes causal model, this variable
is non-ignorable and must be modeled to find causal
campaign effect on these user sub-populations [24].

3.2 Campaign Causal Estimation

3.2.1 Potential Outcomes and Principal Strati-
fication Potential Outcomes Causal Model, also known
as Rubin Causal Model (RCM)[24], is based on the anal-
ysis of units, treatments and potential outcomes. Fun-
damentally, RCM analyzes the unit potential outcomes
to each of the treatments. For two treatment arms, con-
trol and study, this framework implies that half of the
data is missing. This is because we can never observe
the response of a unit in both arms. Thus, the causal
inference problem is addressed as a missing-value in-
ference problem. This problem is generally approached
with a Bayesian parametric model to find the mean pos-
terior predictive distribution. RCM incorporates the
treatment assignment mechanism to offer a clear dis-
tinction between randomized experiments and observa-
tional studies. The key requirement for randomized ex-
periments to be unbiased is that the treatment assign-
ment mechanism must be ignorable[24]. This condition
implies that this assignment does not provide any in-
formation in the causal inference problem. Standard
notation in RCM is to consider the variable of a user 4
for a given treatment arm Z; as Y;(Z;). In spite of the

TIn econometric causality, the user clicking indicator would

be endogenous because this variable is not controllable by the
experimenter [12].

ability to model the treatment effect on post-treatment
variables S, typically the main interest is to estimate the
treatment effect on Y conditional on S. However, this is
not straightforward because S;(0) # S;(1), and conse-
quently S; is not ignorable. Therefore, conditioning the
effect estimates on the observed values of S introduces
a post-treatment bias.

Principal Stratification modeling provides a frame-
work to estimate unbiased treatment effect conditional
on post-treatment variables [10]. The key component in
this framework is to define user classes, or strata, S}
which are invariant to the treatment assignment. Thus,
the probability of S must be independent (or ignor-
able) of the treatment assignment Z;, to enforce that
no treatment effect on the strata is allowed in the infer-
ence process.

3.2.2 Campaign Causal Effect on the Clicker
Conversions The randomized design of Fig 1 allows
us to record the user clicks for both treatment groups.
However, a user click on the campaign ad is not com-
parable to a click on a placebo ad. As a result, the
user selection made by the clicker indicator in the study
group is missing in the control group.

We define the following indicator random variables
for each user i: Z; for control/study group user assign-
ments {0,1}, S; for non-clicker/clicker users {0,1}, Y;
for non-converting/converting users {0,1}. Given that
the user must be in the study group to click the ad, the
users of the control group never click the ad and conse-
quently S; = 0 for these users. Therefore, we define the
principal strata ST, or user classes C; as follows:

(M)

3 P _ l
Cl-—{ 0 if S¥ =(0,0)

1 if Sf =(0,1)
Table 1 illustrates the observed and missed data in the
RCM notation. C; = 1 are the users who click on the
ad when they are assigned to the study group (clicker-



Table 1: User counts based on the user potential outcomes.

NY

cz)

where C; = ¢, Z; = 2z, Y; = y, are user counts

for the given values of Y, Z, C'. Missing values are presented as *.

User Potential Outcomes Treatment Principal

Counts Control Study Assignment Stratum

N, 5i(0)  Yi(0) | Si(1)  Yi(1) Zi (5:(0),S:(1)) | C
N?o,l}o 0 0 * * 0 (0,%) *
N{lo,l}o 0 1 * * 0 (0,%) *
Ny 0 * 0 0 1 (0,0) 0
N 0 * 0 1 1 (0,0) 0
N, 0 * 1 0 1 (0,1) 1
N 0 * 1 1 1 (0,1) 1

if-assigned).C, = 0 are the users who do not click Beta(0.5.0.5), which assumes a prior sample size of 1.

on the ad regardless of the treatment group they are
assigned to (never-clickers). Based on these definitions,
we let C; to be Bernoulli distributed with parameter
7, and Y; to be Bernoulli distributed with parameters
., for the 4 combinations C; = ¢, Z; = z. Assuming
a Bayesian approach in the parameter estimation, we
define © = {6,.,, 7} as random variables.

Similar to the case of randomized experiments with
non-compliance [13, 2], this model is not identifiable
if no further constraints are imposed. To estimate
the campaign effect on the clicker conversions, we
observe the stratum indicator C; and the conversion
indicator Y; for the users in the study group Z; = 1.
These observed indicators allow us to estimate the user
conversion probability for both strata in the study arm
without constraints. By randomization, we know that
the probability of observing this user selection 7 is the
same in both treatment groups, which follows from the
definition of the principal strata [10]. However, the
user conversion probability for both principal strata
users in the control group {019,000} are not identifiable.
Thus, to guarantee the model is identifiable we assume
positive campaign effect. This assumption translates
into 6,1 > 6. for ¢ = {0,1}. Therefore, letting the
indicator function be Ix(z) =1if z € A and I4(z) =0
otherwise, and assuming a prior distribution P(0), we
have the joint distribution:

P(Y,Z,D,0)= P(©)I)0,6,,)(000)1[0,6,,)(010)
><HP(Ci\T)P(Zi)P(mCuZu@cz)
Vi

(3.2)

We assume standard conjugate Beta prior distribu-
tions for the Bernoulli distributed random variables
© = {0, 7} for ¢ = {0,1} and z = {0,1}. For nu-
merical stability, we use the Jeffreys prior distribution,

We experiment with different prior probability but with
the same sample size of 1. Given the number of users
employed to estimate the conversion probabilities 6.,
the effect of these prior probabilities becomes negligi-
ble.

We note that Balke and Pearl have reported in the
context of imperfect compliance that estimating these
effects is not feasible with no constraints [2]. They
provide a set of bounds based on a method of moments
assuming a large sample of individuals. The model of
Eq 3.2 is fitted without relying on those bounds as a
consequence of: the positive effect constraint, and the
full observance of the potential outcomes for the users
of the study group detailed above.

3.2.3 Model Estimation The inference objective of
the joint distribution of Eq 3.2 is to find the poste-
rior distribution of the parameters © given the observed
data from Table 1. We denote the set of observed counts
as Dyps. We solve this inference problem using Gibbs
sampling by sampling from the conditional posterior dis-
tributions. Given an initial guess for ©° and similar to
standard mixture methods, we sample the missing user
clicking indicator for the users in the control group and
estimate the counts N¥ for ¢ = {0,1},y = {0,1}. We
perform this sampling step based on the probability of
user clicking assignment, C'%,. We denote these sampled
counts as Dggmp = {N4} for ¢ = {0,1},y = {0,1}.
Given the augmented user counts, {Dobs, Dsamp}, We
sample the parameters ©. The sampling distributions
of the user conversion probabilities for the study group
and the probability of a clicking user, {6.1,7},c = {0,1}
are Beta distributions. For the constrained parame-
ters, {00}, ¢ = {0,1}, the conditional posterior distri-
butions become Beta distributions truncated to be non-
zero at the range [0,60.;) for ¢ = {0,1}. We sample



Algorithm 1 Gibbs Sampling Algorithm based on the joint distribution of Eq. 3.2

Define Dops = {NglvN?O,l}O}

Define Dsgmp = {N%} for ¢ = {0,1},y = {0,1}

Set ag = 0.5

Initial guess ©° = {f..,7}°, for ¢ ={0,1},z = {0,1}
for s <1 to Nburnin + Nsamples do

Set P(CY = 1|0, Dops) =

7T(010)y(1 — 910)(171“/)

for ¢ ={0,1},y = {0,1} from Table 1

Draw N7(|©, Dobs ~ Binomial (N«?{JO,I}W

Set N§, = N{yo’l}0 - Ny, y=1{0,1}

7(010)¥(1 — 010) =% + (1 — m)(Bo0)¥ (1 — fgo) 1 =¥
P(CY, = 1\@,1701,5)),

Y= {071}

Y= {071}

Draw 0i1|@7001 5 Dsamp7 Dobs ~ Beta(ao + N4:117 oo + Ncol) ) c= {07 1}
Draw 03|©_4,0, Dsamp; Dobs ~ Beta(ao + Njy, a0 + N&) Ij0,0,,) (0c0), c¢={0,1}

Draw 7°|0_x, Dsamp, Dobs ~ Beta(ao + Zz,y Nf27 oo + Zz,y NgZ)

end for
Discard eliNbu,rm‘n and keep @Nbu,rnm+11Nsa,mpzes

from a truncated Beta distribution using the method
detailed at [20]. This sampling process is repeated for
Nournin + Nsamples- After discarding a set of burn-in
samples, Npyrnin, @ set of random samples of the poste-
rior distribution is obtained, @:Nsamples = Algorithm 1
illustrates this sampling process and the posterior dis-
tribution expressions.

This inference procedure allows us to estimate
the variability (or heterogeneity) of the local cam-
paign effect from the posterior random set of samples
©1:Nsampies Thus, the local average campaign effect on
the clicker, LATE¢;0, and non-clickers, LATE yociick,
conversions are estimated based on these posterior dis-
tribution samples as follows:

LAT Eciicr, = EY;|C; = 1, Z; = 1,011]
—EY;|C; =1,Z; = 0,010] = 011 — 610

LATEnociick = EY;|C; = 0,Z; = 1,001]
—EY;|C; =0,Z; =0,000] = 001 — Ooo
(3.3)
Therefore, LATE¢;c, and LATE yonciic become ran-
dom variables allowing us to estimate their posterior
confidence interval. In addition, we find the lifts by
finding the ad exposure effect with respect to the con-
version rate in the control group for both populations.
We estimate the proportion of attributed convert-
ing users for these sub-populations with respect to
the converting users in the study group (ATRBciick,
ATRBpNociick) as follows:

ATRBciic, = LATEciick
x (NY, + N1y) / (Ngy + Nty)
(3.4)
AT RBnociick = LAT Enociick

x (Ngy + Nov) / (Ngy + Niy)

These metrics provide the campaign value in terms
of attributed converting users, based on the campaign
effect per user and the size of the population.

4 Results

4.1 Validation One of the main challenges to ana-
lyze the campaign effect on the clicker conversions is
the low probability of clickers. Lewis et al. reported
a clicker rate of 0.254% in a large-scale online experi-
ment for more than 35 million users [18]. Even sparser
is the probability of clicker and converter. In a ex-
ploratory campaign, where the user targeting is not op-
timized, we collect only eight clickers and converters out
of more than 11 million users in the study group, which
gives a 7.1e-7 joint probability of clickers and converters.
Therefore, data sparsity prevents us from using large-
sample approximations such as those in [2, 29] or those
based on Normal approximations [12, 18], and conse-
quently large confidence intervals are expected.

To analyze the power of the method to detect a
given local campaign lift in the clickers, we assume
a set of parameters {©, P(Z;), Nr} (N7 is the total
number of users) and simulate the data counts of Table
1. For each parameter set, we randomly generate
100 sampled data count sets. Then for each set,
we run the inference Algorithm 1, where Nyyrnin =
200, Nsgmpies = 3,000. Finally, we concatenate the
posterior samples and obtain ©1100XNsampies and find
{LATE gyjer }11100% Nsampies from Eq 3.4. Fig 2 shows the
simulation results and the parameter values assumed as
a function of: (a) the probability of a clicking user , (b)
the probability of a converting user in the study group
011. We expect that a successful campaign in optimizing
clicks would increase these two parameters.
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Figure 2: Boxplot of the posterior distribution of
LATEgy;cr based on simulated experiments as a func-
tion of: (a) the clicker rate, (b) conversion rate of the
clickers in the study group®. Assumed parameter values
for: (a) {Np =23e6, P(Z) =0.5, 611 =1e-3, 01 =9.82e-
5, lift LATEqyier =0.14, lift LATENociier =0.14}, (b)
{Np =23e6, P(Z) =0.5, m =6.8e-4, 0p1 =9.82e-5, lift
LATE¢yicr, =0.14, lift LATE yociicr =0.14}

In general, results from these simulated data ex-
periments show that even when we do not observe the
clicking user selection of the study group in the con-
trol group, we are able to infer the campaign effect in
this sub-population without any bias. The only nec-
essary assumption is to consider campaign positive ef-
fects, in spite of the low clicker rate. Both Fig 2(a)-(b)
show a skew distribution. However, as we increase the
clicker rate 7 in Fig 2(a), the posterior distribution of
LATE¢g;cr concentrates more at the true LATEqick.
This analysis shows that for a reasonable clicker rate of
m = 0.20% or higher the effect distribution shows an
increasingly well-defined peak. Fig 2 (b) shows that as
the conversion rate of the clickers increases, and conse-
quently the effect LATE ;. increases too assuming a
fixed lift, the skewness level decreases, even though the
clicker rate is low m = 0.068%. However, the confidence
interval is large due to the low clicker rate assumed.
Overall, the clicker rate parameter shows to have higher

3The zero effect appears to be in the intervals because the

boxplot function obtains them based on a Normal approximation.
Clearly the zero effect is not in the distribution as this is a
constraint of Eq 3.2.

Table 2: Campaign data based on notation of Table 1.
Campaign active duration for, Campaign 1: 16 days,
Campaign 2: 28 days. {0,1} represents unobserved
clicking user indicator.

| Count | Campaign 1 | Campaign 2

N0 3,621,409 11,431,495
N{lo,l}o 314 961
NGy 3,535,571 11,328,649
Noy 347 1,014
NPy 2,414 9,799
N111 2 8

impact on the estimator power than the conversion rate
of the clickers.

We note that the Ilifts for LATEcggex and
LATEpNociick are relative measures to the base con-
version rates, which are different between clickers and
non-clickers. In terms of campaign attribution, the rel-
evant measurements are LATEc;.r and LATE yociick-
Therefore, although the lifts are equivalent for the ex-
periments of Fig 2, different values of LATE¢;er and
LATENociick are tested assuming different campaign
attribution for these user populations.

4.2 Randomized Experiment Data Description
We ran two large-scale randomized experiments at the
Advertising.com ad network collaboratively with one
advertiser in the financial information services sector.
We randomly assigned the users to control/study groups
based on the timestamp the tracking cookie was born.
To avoid user contamination, we focused on the users
whose cookie was born before the campaign started.
Then, for each user visit to the set of publishers’ web-
sites, the targeting engine selected those users eligible to
see the ad. After this selection was made, the campaign
ad was displayed to the users in the study group, and
a charity ad (placebo ad) was displayed to the users in
the control group. Then, the users were tracked, based
on their unique cookie, to observe the user clicks on the
ad, and the user conversion at the advertiser’s website.
Fig 1 illustrates the randomized design, and Table 2
shows the aggregated user counts collected for these ex-
periments based on the notation of Table 1. Although
the advertiser might run the placebo and ad campaigns
independently with the same targeting setup, the user
randomization needs to be performed by the ad net-
work to guarantee that no campaign or placebo ad is
displayed to the incorrect group.

Both campaigns were run in a cost-per-thousand



(CPM) business model. Thus, the user targeting was
not as optimized as in the case of conversion based
attribution campaigns. The objective of the experiment
is to perform an exploratory analysis of the campaign
effectiveness with a limited budget, before the campaign
is fully deployed. This practice is standard in campaign
budget allocation [8]. The campaigns were run during
different time periods. Although the same advertiser
ran them, they were not related in any other aspect.
For privacy reasons, we are not allowed to disclose the
ad content or the advertiser identity.

4.3 Campaign Evaluation Results For compari-
son purposes, we estimate the ad click effect assum-
ing we do not observe the control group of users,
ATE%@I‘; o and the ad click effect with post-treatment
bias, ATEléoliik, which are defined by Eq 4.5.

ATEgbljck: E[E|SZ(]‘) = 17Zl = 1]
—E[Y;]9:(1) =0,2; = 1]
(4.5)
ATEg = E[Yi|Si(1) = 1,7 = 1]
—E[Yj|5i(0) =0, Z; = 0]

ATng’ljc,C provides the conversion probability change of
the clickers versus the non-clickers, which is an intu-
itive measurement of the value of the click indicator.
In a pure prediction optimization framework, this mea-
surement would represent the importance of the user
click indicator feature. ATEZ*, represents the cam-
paign effect conditional on the user clicking indicator
without correcting for post-treatment bias introduced
by this indicator, or its endogeneity.

Table 3 shows the effect results for the overall cam-
paign, ATE¢4m, obtained based on the user counts ag-
gregated for the entire campaign, and the disaggregate
effects LATE yociick, LATEc;r as defined by Eq 3.4.
We set Npyrnin = 2,000, Nggmpies = 20,000 for the
Gibbs sampling of Algorithm 1. In addition, the non-
causal estimates, ATEZ; , and ATEZ  are depicted.

By inspecting the data of Table 2, the conver-
sion rate for the clickers in the study group is close
to 10 times higher, N},/(N{, + N{;)=8.27e-4 than
for the non-clickers N3, /(N}; + N, )=9.81e-5 for cam-
paign 1, and 8.16e-4 with respect to 8.95e-5 for cam-
paign 2. ATEZ: . shows this (naive) effect estima-
tion, based on a two-sample t-test with different vari-
ances and the Normal approximation. By looking
at lift ATE"C@Z‘;Ck, the upper bounds are larger than
1,000%, and the lower bound for campaign 2 is close
to 300%. This result shows the over-estimation of the
value of user clicks when the objective is to optimize
conversion prediction. Even when the control group
is used but the post-treatment bias is not corrected,

represented by ATEY, | the campaign effect is over-
estimated severely. This over-estimation is very close
in magnitude to the naive estimation when the control
group is not used in the estimation (in average: lift
ATEY:  =743% vs lift ATEZY, =855% for campaign
1, and lift ATE? ,=811% vs lift ATEZ, =870%
for campaign 2). Therefore, not correcting the post-
treatment bias eliminates most of the power of the ran-
domized experiment to find the campaign effect on the
clicker conversions.

We observe a clicker rate of less than 0.1%, which is
a consequence of non-optimized campaigns. As a result,
the campaign average effect, ATEcqmyp, and the local
average effect in the non-clickers, LATE,ciick, are
similar. This is because the vast majority of the users
are non-clickers C; = 0. We observe a larger effect for
the clickers than for the non-clickers. As we discussed
in section 4.1, we expect a skewed posterior distribution
given the observed clicker rate. This skewness is more
evident in the lift percentage estimation where the right-
hand tail is in the order of hundreds. In spite of the
wide confidence interval, we observe larger campaign
effect in the users who click on the ad by analyzing
the lower quantile of LATE ;e and the upper quantile
of LATENociick for both campaigns. Therefore, a
pessimistic scenario for the campaign effect on the
clicker conversions shows an increase of 75% (3.50e-5
- 2.00e-5 with respect to 2.00e-5) for campaign 1, and
252% (4.30e-5 - 1.22e-5 with respect to 1.22e-5) for
campaign 2, with respect to the campaign effect on the
non-clicker conversions. This analysis shows that, as
intuition suggests, user click probability is a measure
of campaign success, and user clicks on ads are not
random events as previous literature suggests [9].

In terms of the overall campaign attribution, we
note that a significant amount of conversions attributed
to the campaign is obtained from the non-clickers due
to the user volume of this sub-population. For cam-
paign 1, only 2.63% of the campaign attribution is at-
tributed to the clickers (ATRB¢y;0,=0.32 with respect
to ATRBeamp=12.17); and for campaign 2, 6.62% of
the campaign attribution is attributed to the clickers
(ATRBc1ick=0.45 with respect to ATRB¢gmp=06.80).
Even when the effect on the clicker conversion prob-
ability is 252% higher than for the non-clickers, the
volume of non-clickers is more than 900 times higher
(r/(1 —7) =0.999/1e-3). Therefore, although the user
click indicator is a measure of success, a pure click-to-
conversion (C2C) attribution framework, where a user
conversion is attributed to the last user click, tends to
under-estimate the true campaign value. We estimate
the overall median campaign attribution ATRBcamp
to be 12.17% for campaign 1 and 6.8% for cam-



Table 3: Average campaign effect and attributed conversion percentage respect to the number of converting users
in the study group. Results obtained based on the data of Table 2. {Low, Med, High} are the {0.05, 0.5, 0.95}
quantiles. C2C ATRB is estimated as the ratio of clickers and converters respect to the converting users in the

study group: N{; /(N + Nip).

Campaign 1 Campaign 2

Measure | Low | Med | High | Low | Med | High

Clicker Rate, 7 (%) 0.0667 | 0.0683 | 0.0699 || (%) 0.0851 | 0.0865 | 0.0880
ATE‘(’j‘lSick (naive) (le-4) | -2.33 7.30 16.92 || (le-4) 2.54 7.26 12.00
lift ATESS . (%) -237 | 743 | 1720 | (%) 282 811 1340

ATER)T, (biased) || (le-4) [ -2.21 | 7.41 [ 17.04 || (le-4) | 254 | 7.26 | 12.00
lift ATEIC’?l‘Zik (%) -255 855 1960 (%) 306 870 1400
ATEcamp (le-5) 0.37 1.20 1.99 (le-6) | -0.33 6.13 12.50
liftt ATEcamp (%) 4.06 13.94 | 24.02 || (%) -0.38 7.30 15.43
ATRBceamp (%) 3.74 12.17 | 20.20 || (%) -0.37 6.80 13.87
LATENoclick (le-5) 0.34 1.16 2.00 (le-6) 0.89 5.82 12.20
liftt LATE nociick (%) 3.81 13.46 | 24.21 (%) 1.04 6.97 25.13
ATRBpNocilick (%) 3.48 11.78 | 20.22 || (%) 0.99 6.45 13.53
LATEcick (le-4) | 0.35 4.61 13.72 || (le-4) | 0.43 4.65 11.04
liftt LATE ek (%) 7.28 150.77 | 874.20 || (%) 7.21 145.85 | 813.12
ATRBciick (%) 0.02 0.32 0.95 (%) 0.04 0.45 1.06

C2C ATRB (%) - 0.57 - (%) - 0.78 -

paign 2 respect to the converting users in the study
group (N} + N{;). However, the C2C attribution (C2C
ATRB) percentage, % Ni,/(Ng; + Ni,), is 0.57% for
campaign 1, and 0.78% for campaign 2.

5 Impact and Conclusion

We have proposed a method to find the local advertising
effect on the conversion probability of the users who
click on the ad based on randomized experiments. We
have shown that by not correcting the post-treatment
bias based on the proposed method, the ad effect on the
clicker conversions is as biased as the naive conversion
rate lift between clickers and non-clickers. The main
limitation of this method is that the average campaign
effect must not be negative.

Contrary to the general belief that clicks are not
indicative of campaign success, we have found evidence
suggesting a higher campaign effect on the user conver-
sion probability for those who click on the ad. In spite
of the large confidence interval, a pessimistic analysis
shows a substantial increase in the conversion probabil-
ity for the clickers when compared to the non-clickers.
These results are consistent with the largely used busi-
ness models based on clicks. However, a significant
percentage of the campaign attribution is observed in
the non-clicking population, which is a drawback of the
click-based attribution models. Surprisingly, by com-
paring the attribution results to the overall campaign
with the C2C attribution, we have found that C2C

under-estimates the causal attribution. This finding
contradicts the general belief in the advertising industry
that C2C conversion attribution model tends to over-
estimate the value of the campaign [1, 26]. We conclude
that the population of clicking users is definitely more
valuable than the non-clicking population. In terms
of targeted advertising, the empirical results show a
correlation between user clicks and ad causal effect on
user conversions. Consequently, optimizing user clicks,
which are less sparse than user conversions, optimizes
the causally generated conversions by the ad exposure.
However, the targeting policy should not optimize user
clicks only, as a large percentage of users affected by
the ad do not click on it. A combined policy to target
clickers and non-clickers should be considered.

The method we have proposed opens a path for
more studies of the user clicks with randomized exper-
iments. The current study is limited to two campaigns
with no attempt to optimize the user clicks. Finding
the ad causal effect on the clicker conversions for C2C-
optimized campaigns should increase the click proba-
bility and decrease the confidence intervals of the at-
tribution. Similarly, recent evidence suggests different
ad exposure effects between conversion-optimized and
CPM campaigns [3]. Moreover, a very different conclu-
sion would be drawn when ads that generate clicks by
confusing the user are tested. Often the randomized
data and the user clicks are available. However, this
information is discarded under the assumption that no



relevant user intent information is being revealed, and
the fact that reliable techniques to analyze this data are

not available.

Understanding what motivates a click,

and why many users who are affected by the campaign
do not click on the ad, is an open research problem that
can be now analyzed with data from a randomized ex-
periment.
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