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Abstract

A Computationally Tractable Information Foraging Algorithm that Satisfies Time-to-Go Constraints

by

Jeremy Gottlieb

Robots are frequently being used to explore environments that are largely inaccessible to humans. Most people are familiar with the ground rovers such as Spirit, Opportunity, and Curiosity that are on Mars. Autonomous underwater vehicles are becoming more widely used to conduct oceanographic surveys, particularly in places that people cannot go, such as under the polar ice caps. A large part of increasing the utility of these robotic missions will involve giving the robots significantly enhanced autonomy, particularly when it comes to planning precisely what aspects of the environment to survey and sample.

Much of the research on robotic path planning has focused on finding minimal cost paths between two points, and being able to rapidly re-plan when environmental conditions change. Less research has been done into how robots should plan paths that allow them to maximize utility, such as information gathered. One of the primary reasons for this is that finding the optimal solution to the maximization problem is NP-hard, and thus cannot be computed in a tractable amount of time, much less in real time.

This dissertation presents a computationally tractable method for allowing robots to plan paths that can approximately maximize information gathered while satisfying any relevant horizon constraints, such as a deadline. It builds atop existing algorithms known to be capable of rapid planning and re-planning, such as D*. The algorithm utilizes these methods for computing lowest-cost paths between nodes in the environment, and then planning which nodes to search based on a function of both the cost of exploration and the expected amount of information contained at the nodes. Experimental results in small environments show that the algorithm will mostly generate paths that are at least 75% of optimal.
This dissertation is dedicated to my daughters, Phoebe and Eleanor, in the hopes that they will realize it is never too late to determine what you really want to do in life.
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Chapter 1

Introduction

Advances in artificial intelligence (AI) and robotics allow us to create machines that can explore areas that are difficult, if not impossible, for humans to explore. This is primarily due to the ability of machines to operate with significantly more autonomy than was previously possible. This enhanced autonomy means that robots can be sent on longer-duration missions with more vaguely defined mission goals and still be trusted to gather useful information and return safely. As a result, robotics researchers are beginning to focus on enhancing the planning capability of autonomous vehicles to enable them to engage in such long-term autonomy missions to places where humans are unable to provide much direct control to the vehicle, such as under the ocean surface or on distant planets.

One of the key requirements of such capabilities is that they must be computationally tractable such that a vehicle can execute them in real-time or near real-time. If a rover on Mars can operate fully autonomously but requires an hour to plan every single step, it would be better to simply let humans control it, since operational decisions would be made more quickly. Likewise, an autonomous underwater vehicle (AUV) mapping the ocean under the ice pack is constantly in motion, meaning the amount of time it can take to plan is limited. However, safety cannot be sacrificed to gain computational speed.

Much of the robotic planning research has thus far focused on improving the ability of robots to operate safely and at lowest cost in increasingly ambiguous environments. Minimal cost
solutions have long been mathematically known to be computationally tractable for a large subset of planning problems (e.g., [29, 35, 44, 62]). However, as robots are asked to make more decisions for themselves, and planning problems get more complicated, research is starting to shift towards finding tractable methods for generating "good enough" solutions to intractable problems.

The research described in this dissertation is of that character. As we envision mobile robots being sent to gather scientific information, they are going to need the capability to make decisions about where to explore. Then they will need to be able to plan routes through the environment that allow them to maximize the number of places they can explore, and thus the amount of information they are able to collect. Making these decisions and planning these routes is computationally difficult. This dissertation presents a method for simplifying these processes to make them tractable, particularly in a real-time robotic system.

Let us start by examining the state-of-the-art for two different robotic platforms actively being used to gather scientific information: AUVs operating in our oceans and ground rovers working on Mars.

**Autonomous Underwater Vehicles**

Autonomous underwater vehicles (AUVs) are becoming an increasingly popular tool for oceanographers to use for studying the oceans. AUVs have many advantages over traditional ship-based sampling methods. Among the most significant is lower cost. Time aboard a ship can cost many tens of thousands of dollars per hour (or more, if the researcher does not have direct access to one). While custom-built AUVs can have high up-front capital costs (see [88]), several companies have in recent years started offering low-cost off-the-shelf options, such as the EcoMapper [1].

Thus far, most AUVs operate by following GPS waypoints pre-programmed by oceanographers. The range of missions that they are used for has expanded significantly as their capabilities have improved. Initially they were used largely for mapping the ocean floor with sonar [52, 53]. This required very little autonomy on the part of the AUV as it was generally programmed with
a depth and a lawnmower pattern to follow for it to fully map the patch of ocean floor scientists were interested in. These types of applications are still make up a large number of AUV missions, as witnessed by the recent use of the Bluefin 21 to assist in finding Malaysian Airways 370.

More recently, AUVs have been mounted with standard oceanographic sensors, such as CTD (conductivity, temperature, depth) sensors (e.g., [88, 67, 105]) and mass spectrometers ([51, 60]) to do high frequency data collection. Sibenec et al. [88] describe an AUV that can even collect water samples and return them to shore.

As both the data collection payloads and computational power available onboard have improved, researchers have been actively examining mechanisms for allowing AUVs to analyze the collected data in real-time to identify ocean features as they fly through them (e.g., [39, 26, 59, 25, 46]). This can then be leveraged into methods that allow AUVs to construct their own plans for where they should go and what kind of data they should collect so as to satisfy broad mission parameters, as in [69, 68, 79].

This expanded autonomous capability will become more important as two classes of vehicles become more prevalent. First, there is significant active research into how to extend the mission lifetime of AUVs. The Dorado class of AUV described in [88] and other torpedo-sized AUVs typically have a mission lifetime of 24 hours or less. Bellingham et al. [10] describe an AUV with a theoretical mission life that currently stands at about two weeks, with a goal of increasing that to 30 days. There is also a second class of vehicle that is a hybrid AUV and autonomous surface vessel (ASV) called a glider. The best known of the glider class of vehicles is the Wave Glider from Liquid Robotics [45, 66] which functions more as an ASV, though there are also gliders that operate completely as AUVs (e.g., [92]).

Wave Gliders get their propulsive power from the wave action of the ocean (hence the name), and thus do not require any internal power for propulsion. This means that with a small set of solar panels on the surface to power its payload, a glider can theoretically stay in the water in perpetuity.
Liquid Robotics has driven Wave Gliders from California to Australia completely autonomously [2]. Other gliders manipulate buoyancy for propulsion. These platforms provide the possibility of ocean monitoring missions that can last for months, or even years, providing continual streams of data. If they live up to their promise, they are likely to significantly alter how oceanographic research is conducted.

**Rovers**

Ground rovers conducting long-term scientific missions have received publicity in recent years due to the successes of the Mars Expeditionary Rovers (MERs), *Spirit* and *Opportunity*, along with the more recent *Curiosity* rover. *Opportunity* has the distinction of having been working on the surface of Mars, conducting science and returning data, for over 10 years as of this writing\(^1\). *Curiosity* is a larger vehicle that does not depend on solar panels for its power. Thus, it’s capabilities are significantly greater, and it is hoped that it will last as long as *Opportunity*, if not longer.

However, despite their amazing success, the Mars rovers are limited in what they can accomplish by the fact that they have very limited autonomous capabilities [14]. While the rovers have the capability to operate fully autonomously, that capability has rarely been used during their missions [13]. This is primarily a function of the need for absolute safety as these vehicles drive around. Should something happen to a rover on Mars, such as when *Spirit* got stuck in the sand in 2009, there is no recourse to correct the issue.

As expensive as they are to build, launch, and land, rovers are still the cost-effective mechanism for exploring terrestrial bodies other than Earth. As larger rovers like *Curiosity* become the model, the types of sensor suites rovers can carry will expand significantly [41, 15]. As a result, the more capabilities a rover has the more possible mission goals it can attempt to address. Balancing these mission goals and making intelligent decisions about where to explore and what to sample so as to maximize goal satisfaction will only increase in importance as rovers are able to do more things.

\(^1\) Note that *Spirit* and *Opportunity* were originally designated for 90 day missions. *Spirit*, got stuck and stopped working after "only" six years.
1.1 Long Term Autonomy

To a large extent, this lack of autonomy is a somewhat manageable problem when dealing with rovers on the Moon or ASVs on the ocean surface. There is very little communications latency, meaning the vehicles can be constantly monitored. Thus any problems that arise can be quickly addressed. The robots can even be teleoperated when necessary. However, robots outside the immediate vicinity of Earth or underneath the ocean surface have significant communications latencies that makes such operations infeasible. Round trip communications to Mars range anywhere from 10-50 minutes, and are impossible when Mars is on the other side of the Sun.

AUVs are nearly impossible to communicate with when they are submerged unless there is a surface vessel equipped with an acoustic modem in their immediate vicinity (which eliminates the cost benefits of using an AUV in the first place). Most AUVs surface at regular intervals to communicate via satellite, but this has to be balanced with the fact that AUVs are at their most vulnerable when they are at the surface, especially if there are other boats in the area. Thus most missions only surface briefly every 20-30 minutes, usually to check in with shore and get a GPS fix. At all other times the AUV is completely out of contact.

The communications problem only gets worse when sending robots farther afield in our solar system, or to inaccessible places on Earth. For example, there have been AUV missions to conduct sonar surveys of the underside of both the Arctic and Antarctic ice packs (e.g., [32]) for the purposes of better measuring ice thickness. For the duration of these missions, there were no communications with the AUV; it had to operate completely autonomously.

In this circumstance, as with the MERs, the autonomy of the AUV was limited to simply navigating between way points. While this gives the robot the maximum likelihood of safely navigating the environment, it significantly constrains what kind of missions it can undertake. Even if the robot finds something that would be of significant interest to its operators, it does not possess the capability to react to this new information. Because it is out of communications range, it cannot
call back to the ship to ask if it should modify its mission. Thus, a potentially valuable opportunity could be lost.

As a result, there is a line of robotics research that is getting more attention that specifically focuses around the issues associated with robotic planning in the context of long-term autonomous missions (e.g., [9, 80, 92]). Much of this research is focused on the problem of how to give a robot the capability to understand broad mission goals, and to then use those broad goals to make its own decisions about how to adjust its behavior to maximize achievement of those goals.

For example, consider a rover on Mars that has been tasked to drive towards a particular rock formation some distance away. Under the current planning regime, the robot will drive a short way towards the rock formation, then send pictures back to Earth and wait for an all clear and instructions about what point to drive to next. This is necessarily time-consuming, and information almost certainly gets missed between the moments when the robot takes the pictures.

On the other hand, suppose the rover has the capability to visually determine whether a particular rock might be interesting with regards to a broad mission goal to, "find evidence that liquid water once flowed on Mars." A rover with the ability to make autonomous decisions about where to drive and which rocks to examine could still start off following a human-determined path. However, while driving it can be constantly scanning its environment. Then, if it sees a rock it determines is interesting, it would have the ability to break from the human-determined path and make its own decision to go sample that rock, before continuing to its original goal location.

A rover with this capability would have two significant advantages over the current state-of-the-art. The first is that this rover could make faster progress across the terrain. Without having to stop as frequently to check with Earth and receive instructions it can move more continuously, and thus make faster progress, even if its velocity of movement stays the same as it is now. The second major benefit would that information a scientist might find interesting and relevant to the mission goals is less likely to be missed. If the rover is constantly scanning and making decisions about what
to sample, information is less likely to be overlooked during the periods between communication with Earth.

1.2 The Information Gathering Problem

In this context, the information gathering problem is a central piece of the larger puzzle of enabling effective long-term autonomy. Put simply, the problem is this: Given a map of the environment, a destination, and operational constraints (if any), how can a robot plan a path through that environment that satisfies the constraints while maximizing the amount of scientific information it will gather?

There are, of course, complicating factors. The most important is the nature of the map. The most effective use of a robot for exploration is in environments that are inaccessible to people. In all likelihood, this means that there are no maps of the environment that are detailed or certain enough for a robot to generate a perfect plan and then execute it. More typical is that the robot will have access to a map generated by processing low-resolution remote sensing imagery, such as satellite imagery (e.g., [86]).

From the perspective of the robot, this map will have two faults. The first is that, in the best case, the resolution of the map will be roughly the size of the robot (meaning the robot would take up one pixel in an image). Usually it will be less (i.e., the robot is much smaller than a single pixel), often significantly less. This means that the remote-sensing map will not show many of the obstacles the robot needs to avoid, such as boulders or holes/depressions that are some significant fraction of the robot’s size. For successful autonomy these factors must be accounted for by on-board processing of the robot’s sensor data.

The second fault of the remote-sensing maps is that the processing of these images rarely gives definitive answers. Usually it gives stochastic estimates, such as: This pixel (or group of pixels) as a 75% likelihood of containing the information or object you are interested in. Thus, the path the

\[\text{Low-resolution relative to the sensors on board the robot.}\]
robot generates is not just one that tries to visit as many information-containing pixels as possible, but rather one that has to be selective and choose the path that will maximize the expected value of the information it will accumulate across the entire path. As will be shown in future chapters, this problem is fundamentally intractable (NP-hard).

1.3 Outline of the dissertation

This dissertation presents the research and development of the Information Foraging Algorithm (IFA). The IFA is a computationally tractable means by which a robot can make rapid, intelligent decisions about where to forage for information, while still managing to satisfy a deadline or other constraint on its operations. Chapter 2 will summarize common robotic path planning algorithms and discuss why they are or are not good approaches to solving the information gathering problem. Chapter 3 describes the IFA and how it is specifically applied to the information gathering problem. Chapter 4 presents a number of simulations performed to test the performance of the IFA both relative to optimal performance and to demonstrate its ability to enable fast decision making even in large environments. Finally, Chapter 5 summarizes the results and presents future directions for improvement of the IFA.
Chapter 2

Related Work

There is a long history of research into the problem of robotic path planning. As with most fields, the research has evolved over the years, addressing the simplest cases in the beginning, getting increasingly more complex over the years. Most recently, with programs such as the DARPA Grand Challenge and Urban Challenge ([47, 97, 98, 99]) as well as the Google Car project ([30, 70]), the advances in route planning capability have been significant.

However, traditional path planning research has generally been focused on generating minimal paths, i.e., ones that minimize a cost function, such as time, fuel, or control effort. Some of the reasons for this focus center on the intractability of most versions of maximization problems. There is also a divide between the path planning efforts of the artificial intelligence (AI) community, which typically are derived from broader planning methodologies and depend on a level of discretization, and the types of route-generation research that comes from control theory. Control theoretic algorithms are also generally trying to minimize costs within a set of constraints, but do so within the context of continuous state spaces. As a result, the routes generated by control theory approaches also tend to explicitly take into account the vehicle dynamics, which are frequently either ignored or simplified in the AI literature.

In general, though, all path planning systems (and planning systems more generally) are representing the environment (including the vehicle) at any given point in time as a set of values associated with a vector of variables known as a state vector. Fundamentally, the purpose of any
planning system is to determine the sequence of actions that will transform some initial state, which we will call the *Start*, into some final state (*Goal*) subject to constraints on the values the state variables can have and how they can evolve.

![Simple state space example. Start = S₀; Goal = S₉](image)

This means that path planning algorithms have three phases to them. First, the initial plan is constructed based on the initial knowledge the robot has about the environment. The second phase involves plan execution, namely navigating towards the goal. The third phase is replanning that takes place as a result of new information about the environment being gathered from the robot’s sensors.

Ideally the initial plan construction should be relatively fast — the state might change if the robot spends hours developing its initial plan — but it does not need to be instantaneous. As a result, this phase usually occurs while the robot is stationary. The construction of the initial plan also tends to involve doing as much of the work to support the other stages as can possibly be done now. For example, if replanning is going to involve knowing the shortest path from every point in the environment to the goal, then as many of those as possible would be computed during the initial planning phase instead of while the robot is moving.

Once the plan is constructed, the robot needs to execute it by navigating through the
environment. As it moves it will gather new sensor data that needs to be integrated into its understanding of the environment. Because the robot is moving, data integration needs to occur in real time. If the robot is too slow at processing sensor information then its state might change significantly in a manner it is not aware of.

This can happen in two ways. The easiest to understand is that the robot is moving while it is processing data. If a vehicle traveling 60 miles per hour takes 2 seconds to process its sensors, it will have traveled almost 60 yards in that time span. For a ground vehicle the difference in terrain could be significant. Likewise, for an AUV that could be the difference between water that allows a sufficient operating depth and water that is too shallow. Thus, the faster the vehicle moves the faster its sensor processing needs to be.

The second manner in which vehicle state might change involves the rate at which the sensors are gathering information. If a vehicle’s sensors are operating at 1Hz, meaning they take one new measurement per second, then a two second processing cycle means that half the information gathered by the sensors must be ignored. Thus, sensor processing needs to occur as rapidly as the sensor with the highest sampling frequency.

Finally, if this sensor processing indicates significant differences between what the robot expects to see in the environment and what it actually sees, it will need the capability to rapidly develop a new plan of action taking into account this new information. Given that things can change often, especially in environments that are dynamic or where the robot’s information is inherently incomplete, replanning also needs to be a fast process so that the robot does not spend the bulk of its time sitting around and planning.

Virtually all of the research into robotic path planning focuses on improving capabilities in one or more of these three areas. For the most part, path planning research itself focuses on the planning and replanning phases, while sensor processing and integration is the focus of research into processes such as sensor fusion and SLAM (simultaneous localization and mapping), which this
dissertation will not be addressing further.

2.1 Traditional Path Planning

Initial path planning research focused almost exclusively on the path generation phase. Typically the environment had polygonal obstacles, and the vehicle dynamics were highly simplified: constant velocity, instantaneous direction changes, etc. These simplifications have the benefit of reducing the state space to something computationally tractable. The environments were also static and completely known, which eliminated the need for replanning while the vehicle was navigating. Figure 2.2 shows one simple example.

![Figure 2.2: Deterministic planning problem. Move from $S$ to $G$ while avoiding the black areas.](image)

To further streamline the problem, traditional path planning mechanisms impose two other simplifications on the environments in which they operated. The first is to assume that the environment was completely known \textit{a priori}. Thus, every region of the environment is either known to be safe for the vehicle or is an obstacle, which is any unsafe region. The second simplification is to discretize the environment. Continuous environments are more computationally difficult to process
simply because there are now an infinite number of steps along the path. Optimization problems in continuous environments have to be solved either by integrating a cost function over a given path, or by differentiating a cost function over the entire environment. While these are the methods used by optimal control theory approaches (discussed in Section 2.2.2), any environment with obstacles is going to be difficult to represent in this fashion due to the discontinuities introduced by the obstacles’ existence.

The other advantage to discretizing the environment is that path planning systems can then leverage existing graph theoretic search mechanisms to find lowest-cost paths through the environment. There are known polynomial-time algorithms, some as good as $O(n \log n)$, for finding lowest cost paths through graphs. The research on these problems tends to focus on three interrelated areas: (1) The most efficient way to construct a graph from an environment, (2) How to reduce the size of the graph without losing important information about the environment, and (3) More efficient methods for replanning when new information is gained about the environment.

### 2.1.1 Graph Construction

There are multiple approaches to partitioning an environment into some sort of graph. The trade-off between methods is usually capturing the salient details of the environment within its structure versus the complication of building the graph. For example, the simpler the graph is to build, the less the structure of the graph will relate to the structure of the environment. Several of the most popular methods for graph construction are visibility graphs, Voronoi diagrams, and grids. Details of each are provided below.

#### Visibility Graphs

Visibility graphs try to avoid the problem of choosing a resolution by constructing a graph out of the obstacles in the environment. The graph that is constructed has as its vertices the start and end points as well as all the corners of the objects in the environment. Edges are constructed between any two vertices that have a straight line-of-sight (see Fig. 2.3). Navigation then proceeds
along these edges. In an environment with obstacles, visibility graphs generate optimal shortest paths through the environment that avoid the obstacles. Safety margins can be achieved by simply extending the boundaries of the obstacles by an appropriate amount and computing the graph based on these enhanced obstacles.

Visibility graphs can be good in simple, relatively uncluttered environments. However, the graphs are expensive to compute. If obstacles are not regular polygons, it can be difficult to determine if a given arc between vertices intersects a small part of an intervening obstacle. There can also be difficulties with curved obstacles in that there are potentially infinite vertices. Typically, the arcs are drawn as either tangent lines or connecting nearest points, but calculating these tangent lines can also be difficult if the curved part of the obstacle cannot be represented or approximated functionally.

One drawback to graph-based methods generally is that, in order to simplify the planning process, each arc is usually treated as a single, consistent piece of the pathway. Otherwise, one possibility is the potential would exist for a given arc to have multiple possible costs. This effectively increases the number of arcs in the graphs, which increases the complexity of the planning process. Another possibility would be to include at least some aspects of vehicle dynamics (such as velocity).
However, graphs do poorly as the dimensionality of the planning space increases, primarily because the number of arcs in the graph starts to get very large. Thus, graphs tend to oversimplify both the terrain and the vehicle dynamics. In general, it is expected that the vehicle will travel at a single velocity along a given arc, as if all the terrain along that arc were consistent.

The requirement can be especially problematic in visibility graphs. Because the arcs are connecting the vertices of obstacles, some of the arcs in a sparse environment might be very long. Either the cost of the arc must be based on the slowest maximum velocity the vehicle can achieve along the arc, or new nodes must be inserted to allow for different velocities to be chosen along its length. As a result, like most planning algorithms, visibility graphs tend to have their best success in constrained, relatively consistent environments such as an office or a warehouse. However, in environments where there might need to be frequent changes in direction or velocity, or where such changes would lead to more efficient routes, visibility graphs perform poorly by virtue of generating extremely complicated graphs.

Visibility graphs would not be an appropriate solution to the information gathering problem. The main reason is that they are specifically designed to generate optimal solutions to cost minimization problems in environments with obstacles. Within that context they are guaranteed to generate optimal, lowest cost paths between two points. However, there is no obvious mechanism by which they could be applied to a maximization problem. Because generating the graphs is costly, they are not ideal for environments that will require any sort of pre-planning, which will be true of any kind of dynamic environment or one where there is uncertain knowledge about the environment.

Voronoi Diagrams

A Voronoi diagram is constructed by dividing the environment into regions defined such that every point within a region is closer to the center of its region than the center of any other region, as in Figure 2.4. In an environment with obstacles, this effectively creates a graph where each point along the boundary between two regions is equidistant from the obstacles at the centers.
of those regions. Navigation then takes place along the edges of the Voronoi graph. This has the advantage of guaranteeing that the robot will always be as distant as possible from any obstacles along its route. Whereas a visibility graph will guarantee an optimal lowest-cost path between two points, a Voronoi diagram will generate the safest possible path for navigation between those points [23], but this path will be longer than the one generated by a visibility graph.

As with visibility graphs, Voronoi diagrams are very useful at generating paths that avoid specific regions of the environment, but less useful for generating paths that actively seek to traverse or search regions. They have many of the same drawbacks, such as treating each arc as a homogenous bit of terrain and vehicle dynamics. Their primary utility is in guaranteeing the safety of the vehicle.

Voronoi diagrams are also expensive to generate, rendering them less useful for environments where replanning is necessary. They are especially difficult to generate if the obstacles being avoided cannot be represented as points. Research on how to generate Voronoi diagrams relative to polygonal [100] and elliptical [73] obstacles is ongoing. It is not clear how computationally difficult
it would be to generate such diagrams from arbitrarily shaped obstacles.

**Grids**

The simplest mechanism is to impose a uniform grid on the environment. This generates a graph where all the nodes are equally spaced horizontally, though there may not be equal costs for traveling between adjacent nodes. It is simple because the generation of the graph itself does not depend in any way on the structure of the environment, meaning it can be computed very quickly. On the other hand, the graphs generated by making a grid tend to have many more nodes and edges than either visibility graphs or Voronoi diagrams, meaning the route planning process is more computationally expensive.

If the nodes are spaced far apart, (i.e., the grid has low resolution) there will be fewer nodes and edges in the graph, meaning solutions can be generated more quickly. However, if nodes are too far apart, the paths generated may be sub-optimal. In the worst case, if the valid paths between obstacles are small, no solution may be found because the grid will not have sufficient resolution to locate these narrow paths (see Figure 2.5a).

On the other hand, a grid with high resolution will be better able to find paths through tightly packed obstacles, but it will be computationally more difficult because there will be that many more nodes and edges to deal with (see Figure 2.5b). For example, if grid A has twice the resolution of grid B (i.e., the space between nodes is half as much in grid B as in grid A), grid B will have four times as many nodes and roughly four times as many edges, which will generally increase the computation time from 6 to 16 times depending on the exact implementation being used. Thus, the primary difficulty with grid-based methods is determining the proper resolution to use.

While grids are the simplest method to construct, they can also be the most robust. With Voronoi diagrams and visibility graphs, the locations of the nodes and the lengths of the arcs are determined by gross physical features of the environment. In other words, the less cluttered the environment, the fewer nodes there will be, and the longer the arcs connecting them will be.
Difficulties arise when these methods are applied in non-uniform environments, i.e., ones where the traversal cost for the robot varies with the underlying terrain, even if the robot is continuing to move in a straight line. Because a grid places its nodes and edges without regard to the physical structure of the environment, the costs of the edges can be more easily manipulated based on data about the underlying terrain, and even changed by the robot as it navigates through the environment.

Grids lack robustness in tightly packed environments. For example, in Figure 2.6 it should be obvious that the optimal path goes between the obstacles, but the grid necessary to generate such a path either does not exist or must have such a high resolution that searching it will be very
costly. However, grids can be very effective in the types of outdoor environments that in which scientific robots are operating. As will be seen in Chapter 3, this is one of the primary reasons why the Information Foraging Algorithm uses a grid representation.

### 2.1.2 Planning and Replanning

The primary reason that classical planning techniques focus on mechanisms for creating a graph is so that they can leverage traditional graph search techniques for the actual route planning itself. Djikstra’s algorithm [29] was initially popular, and the A* algorithm [44] was developed primarily to try to improve upon the search times that Djikstra’s algorithm required.

In so far as a minimum cost path needs to be generated through a known environment, these algorithms work perfectly fine. However, it is extremely rare for environments to be completely known. Typically, either some aspect of the horizon beyond the robot’s sensor horizon is not known, or the robot’s position in the environment is not perfectly known, or both. As a result, some sort of replanning is usually needed as the robot gains information about the environment, its position, or other state variables that may be relevant.

Much of the literature related to replanning has been based on improving performance. In particular, an area of significant focus has been how to target the replanning only to those parts of the environment that are relevant to the robot’s path. For example, if the goal is to minimize the time it takes to get to the goal, then once a robot has moved closer to the goal it should not retreat from the goal unless that reduces the total cost to the goal, such as if an unknown obstacle is blocking the robot’s path.

**The D* algorithm**

One of the most popular algorithms in use for robotic path planning and fast replanning is the D* family of algorithms [93, 95, 94, 54]. D* is short for "dynamic A*" to highlight how the algorithm derives its similarities from A*. D* (and its relatives, Focused D*, Field D*, and D* Lite) encompasses both planning and replanning with the same algorithm. Like A*, D* is an incremental
search algorithm that use heuristics to guide which node will be explored next in the process of finding the lowest cost path.

In its initial planning phase, it operates in essentially the same manner as A*. Based on this initial path, the robot starts driving through the environment. It continues along the initially planned path until it senses some aspect of the environment that is different from what it has stored in its internal map, such as an obstacle that is not represented. When it detects such a change, it replans based on the new information and then continues. This replanning step is where the power of D* lies in that it has been shown to be more efficient than simply performing repeated applications of A* [93].

The main advantage that the replanning system in D* has over A* comes in the number of nodes it examines when it detects something different. In particular, if A* is run to find the shortest cost path between a node and the goal, it must continue to run until the goal node has a lower cost than any of the nodes in the A* priority queue. The goal could be on the queue but skipped if there are lower cost nodes on the presumption that those lower cost nodes might lead to a lower cost path to the goal, even if those nodes can only utilize pathways that were shown in the initial planning phase to ultimately have a higher cost than the one already known to lead to the goal.

D*, on the other hand, utilizes the information it generated in the initial planning phase such that each node remembers the exact cost between itself and the goal. What this means is that D* does not need to continue to search and update until it establishes the goal as the lowest cost node in the queue. It only has to search until it finds the set of nodes whose cost-to-goal is unaltered by the new information the robot has gained. At that point, it is not possible for the algorithm to discover a new, shorter path to the goal. Thus, D* just connects the updates it has done to the already existing information in the unaffected nodes and stops. This means it ultimately examines fewer nodes during its replanning phase, and thus is more efficient than repeated applications of A*. 
Other replanning systems

D* was developed and has been used as a generic planning system that can operate in any environment. If one is willing to sacrifice this generality for algorithms that are specifically tailored to particular environments, then one can take advantage of regularities in those environments to generate ad-hoc but efficient planning and navigation systems.

One of the more popular environments for which to develop different types of navigation systems is the office building environment. This environment is well contained, can be relatively well known ahead of time, and it is highly structured. We will explore in more detail about the office building environment when we discuss partially observable Markov decision processes in Section 2.3. However, one example is Kim et al. [50] where they have used visual information to generate the navigation graph as the robot moves around the office building.

Similarly, Dijkstra’s algorithm, A*, and D* all operate by searching in one direction — either from the start to the goal or vice versa. Other algorithms attempt to gain performance by searching in both directions simultaneously (e.g., [83]). This has the advantage of reducing average case search times (though not worst case times) at the expense of making the stopping conditions much more complicated. In particular, such a system is unlikely to have any advantages in replanning over D* because the backwards search from the goal to the robot will mostly be traversing nodes and arcs that are unaffected by the new data that has been discovered in the immediate vicinity of the robot.

2.1.3 Path smoothing

There are two major drawbacks to discretizing the environment. The first is that, except in the case of visibility graphs, the paths being generated are not strictly optimal. For example, path planning through a grid is necessarily going to force the robot to follow the grid lines, even if the center of the grid square can also just as easily be traversed. Likewise, traveling through a Voronoi diagram will constrain the robot to follow the graph lines, even if a node could be safely skipped
because it is far away from any obstacles. However, unless the environment is structured such that one of the continuous path planning mechanisms discussed in Section 2.2 can be used, there is no computationally simple (or even tractable) way to avoid discretizing the environment.

The second drawback is that the paths are not smooth. No vehicle can make the type of instantaneous 90-degree turn that would be required for it to strictly follow a path along the lines of a grid without stopping. Thus, there must be some sort of smoothing process that takes the disjointed, edge-following path generated from the graph and converts it into a path that can actually be followed by a robot and actually takes into account constraints on vehicle dynamics.

We will be ignoring this facet of route planning in the algorithms presented later, so we will only mention two of the most popular methods for accomplishing this smoothing. One is to generate the plan and then smooth out the transitions between graph segments using a curve generating algorithm, such as Bezier curves [104, 102, 82] or continuous curvature deformation [72]. The other is to attempt to build curves into each of the corners of the graph that are consistent with the dynamic constraints of the vehicle, such as in [77].

2.2 Continuous Path Planning

In the real world, robots do not operate in discrete domains. The primary advantage to discretization — allowing for intractable problems to be solved, or at least well-approximated — is significant enough that the methods still see widespread usage, even in robots being deployed in the field. Where possible, though, it would be ideal to solve the path-planning problem over the continuous environment.

Most of the continuous methods in common use come from the realm of control theory. The basic premise is to represent the environment, and ideally the vehicle mechanics, as part of a multi-dimensional set of differential equations (or difference equations if time must be discretized).

These types of continuous path planning systems have numerous advantages over discrete
planning systems. The most obvious is that they will generate a globally-optimal path. That is to say, the path generated by an optimal, continuous algorithm is guaranteed to be the very best path that can be generated. This contrasts with the discrete planners, where the path generated is only optimal relative to the discretization imposed on the environment. If the cost function has a finite maximum, continuous planning algorithms can find that maximum as easily as they can find minimums. Thus, for the types of maximization problems such as the information foraging problem, where the expected maximum amount of information is known, these methods might, in principle, generate an exact solution to the problem.

2.2.1 Potential Fields

Potential fields are constructed to be analogous to the idea of physical potentials, such as electrical potential or potential energy. In the physical cases, objects want to move towards the bottom of the potential well. A simple example is a ball on top of a hill. At the top of the hill, the ball has maximum potential energy. Entropy dictates that the ball attempt to move to a state of minimum potential energy, namely the bottom of the hill. Problems can arise if the ball gets trapped in a local minimum, such as a hole in the side of the hill.

Potential fields for path planning are constructed on the same principle, only now they assign potentials to states in the state space. As the goal is the desired state for the robot to eventually end up in, it is given a strong negative potential. Since the obstacles are areas the robot needs to avoid, they are given positive potentials. The other areas of the state space are given potential values based on some function of their distance from the areas with assigned potentials [48].

How the potentials are calculated and propagated through the state space is the subject of a significant amount of research (e.g., [4, 101]). Regardless of how they are assigned, navigation through the potential field is just gradient descent, where the robot follows the path of steepest descent through the state space. Potential fields have demonstrated great success in, for example,
enabling real time obstacle avoidance as a robot moves through a cluttered environment [16].

Part of the power of potential fields is that they can be used to encompass not just the physical environment itself, but also the constraints on robotic motion and desired states for the robot to be in. They can also be used to designate desirable non-goal states that the robot should want to pass through by giving those states negative potentials. For this reason, potential fields have been used not just for mobile robot navigation, but also have seen use in robotic arm manipulation (e.g., [49]).

As with any gradient descent algorithm, the primary failures of the algorithm are the possibility of getting trapped in a local minimum without reaching the goal state. Years of experience with gradient descent based learning algorithms such as back propagation [81] show that this problem only gets worse as the dimensionality of the potential surface increases. Obviously, the more variables are included in the state space, the higher its dimensionality will be. The possibility of getting caught in a local minimum will also increase the more convoluted the potential surface is. In other words, the more obstacles and desirable states are contributing to the total potential of the various points in the state space, the more bumps and ridges the potential surface will have, meaning more local maxima and minima [12, 38]. While there have been attempts to develop potential field algorithms that eliminate local minima (e.g., [63]), they have thus far met with limited success.

The types of techniques that can be used to overcome this failure are similar with path planning algorithms as they are with other gradient descent techniques. These include taking random sized steps down the gradients so as to be certain that the minimum discovered is global. There are also heuristic approaches similar to A* that take into account in what direction, or even exactly where, the goal state is within the state space and bias the robot to move in that direction, even when a minimum has been achieved. None of these are guaranteed to solve the problem. Interestingly, the same authors who used potential fields to such success in [16] later abandoned the approach due to increasing problems as they tried to use their algorithms in more complicated state spaces, both
with local minima and with other issues [57].

In principle, there is no particular reason why the potential field could not be inverted, such that desirable areas have high potential and the robot performs gradient ascent instead of gradient descent. The same issues still exist, but this visualization lends itself more naturally to maximization problems. As we shall see in Chapter 3, a version of this concept is used in the development of the Mass metric (Section 3.2) to help the Information Foraging Algorithm determine which node it should navigate towards next. Primarily for the reasons outlined above, however, a full potential field implementation was not used.

### 2.2.2 Optimal Control Theory

Optimal control theory is concerned with how to determine the set of control inputs to a system to satisfy some optimality criteria, subject to constraints that are relevant to the problem. A simple example might be what control inputs should be given to a vehicle traveling in a straight line across known terrain so as to minimize its travel time such that it comes to a complete stop precisely at its destination.

Mathematically, control systems are defined by a state vector and a set of differential equations that describe how the state variables evolve. The system becomes a control system when control variables are added to the differential equations, thus describing how the control variables combine with the natural evolution of the state variables to generate the ultimate state of the system:

\[
\dot{x}(t) = f(x(t), u(t), t) \quad (2.1)
\]

Where \(x(t)\) is the vector of state variables at time \(t\) and \(u(t)\) is the vector of control inputs at time \(t\). Given a control input function and an initial condition \(x(0)\), the evolution of the system is completely determined.

We can then define a cost (or benefit) function over this that describes what the costs
(benefits) are of a particular sequence of states and control actions:

\[ J = \int_0^T F(x(t), u(t), t)F(x(t), u(t), t)dt \] (2.2)

The goal of an optimal control system is to determine the set of control inputs, \( u(t) \) that minimizes (or maximizes) \( J \).

The primary mathematical difficulty with optimal control generically is that systems of any sort of complexity are non-linear, which means that there is no analytic solution to the problem. Thus, most optimal control systems work with either a linear approximation of the system, or they try to restrict the control horizon (how far ahead the system looks) to be close enough that the system looks linear, and then continuously perform this kind of local optimization (this is the underlying basis of receding horizon control discussed below).

For our purposes, this mathematical complication is actually less relevant than the requirement that we be able to describe both the system and the cost function in terms of differential equations (or difference equations in the discrete time case) where time is the only dependent parameter. In particular, this requires that both costs and state variables be able to be represented as continuous functions. In the information gathering problem, the nature of the problem is such that the presence of information will be inherently discontinuous, and not necessarily a function of time.

### 2.2.3 Hybrid Approaches

**Receding Horizon Control**

Receding horizon control (RHC) is a mechanism that tries to achieve many of the benefits of using optimal control theoretic techniques, while both constraining the state space to make the problem more tractable as well as reducing the effects of the systems non-linearities. The basic premise of receding horizon control is simple — instead of conducting an optimal control analysis all the way out to time \( T \), pick some shorter time horizon, \( t_i \), and generate an optimal control derived path from now until then, \( t_0 \) until \( t_i \). Take one step along this optimal path to time \( t_1 \). Then
perform the optimal control analysis from $t_1$ to $t_{i+1}$. Repeat this process until the step taken is the one that satisfies the goal [61].

As with optimal control, RHC requires a mathematical model of the entirety of the state space being manipulated, including not just vehicle state variables but environmental variables as well. Furthermore, RHC is not itself optimal over the entirety of the path traveled through the state space. It is only locally optimal with respect to each step it takes. Obviously the farther out the receding horizon is, the closer to global optimality the final result will be, but the more complicated the calculations will be at each step. It is also not required that only one step be taken before updating the optimal control analysis. Taking multiple steps saves on computation, but at the cost of the resulting path being even less optimal.

Since it uses optimal control as its base, receding horizon control has many of the same difficulties, including local minima and complicated state spaces. Some of the significant attempts to address these problems have involved Mixed Integer Linear Programming (MILP) [84, 11, 85]. As a full MILP problem is also known to be NP-complete, the approach is generally combined with RHC so as to make problems more tractable [21].

However, Schouwenaars et al. [85] in particular highlights one of the problems with RHC, namely that in certain domains a plan to a particular horizon might leave the vehicle in a state that makes solutions beyond the horizon infeasible. In this instance they are working with unmanned aerial vehicles (UAVs) that are planning trajectories to avoid obstacles and satisfy other dynamic and deadline constraints. UAVs that are like airplanes (as opposed to, for example, quad-coptors) have a unique dynamic constraint — they need to keep moving at a minimum speed in order to maintain lift. This means that the UAV could plan for a particular horizon without being aware of (or taking into consideration) an obstacle just beyond the horizon, and then be constrained by its dynamics such that it cannot maneuver to avoid the obstacle when it moves within the planning horizon. Their solution was to plan in such a fashion that the goal was achievable, but also so that
a default safe trajectory within the visible horizon was also always achievable. This obvious came
at a cost, both with regards to computation and optimality.

2.3 Stochastic Path Planning

The problem of stochastic planning in static environments is relatively simple. Frank [35]
and Mirchandrani [71] showed that in a graph where the arc costs are represented by independent
probability distribution functions (PDFs) that do not change over time, the shortest path can be
found by setting the cost of each arc to the expected value of its cost PDF and using any of the
standard deterministic shortest-path algorithms (e.g., Dijkstra’s, A*, etc.).

Much of the more recent research on path planning has been exploring how to account for
stochastic uncertainties in the environment. There are three types of uncertainties that this research
tries to address. The first is uncertainty about the environment. The second is uncertainty about
the robot’s exact state, such as its exact position. The third is uncertainty about the effects of the
robot’s actions on its state.

Which type of uncertainty a research group is interested in depends largely on the envi-
ronment their robot will be operating in. For robots operating in structured environments such as
roadways and office buildings, the focus tends to be on the uncertainty of the robot’s exact position
in the environment. This is largely because the environment is highly structured, and thus can be
extremely well known ahead of time (for example, [90, 50]). This type of research explores complex
statistical models that derive probabilistic estimates of the robot’s state based on the previous state,
the action taken from that state, and the current sensor information. A successful system is one
where the highest probability state is always the one that most accurately reflects the real state of
the robot.

Among the more popular methods for solving these types of problems are Markov decision
processes (MDPs) and partially observable Markov decision processes (POMDPs) [55, 56, 91, 33, 34].
These methods generally require some mechanism for specifying ahead of time what the states of the system are, as the assumption for solving MDPs (which underly POMDPs) is that the set of states and the set of actions are both finite.

This feature is why these techniques have had the most success in structured environments, such as in an office building [56] and in a robot museum tour guide [17, 18, 96]. Because the dynamic requirements can be highly simplified, possible states are constrained and can be fully specified in advance. For example, in an office building you can assume that the floor over which the robot will move is relatively uniform. Thus, all of the locations along a hallway can be collapsed into a single state like InHallway. Then the planner need simply specify that when the robot is in this state it should move in the required direction until it enters another state. The other states of interest (e.g., InDoorway, InCubicle, etc.) are relatively small in number and can also capture a large number of actual physical states of the robot.

This aspect is also why these types of techniques have not seen a lot of use or success in unconstrained, open-world environments such as the ones being considered for the information gathering problem. The manner in which these environments impacts the dynamics of the robot is non-uniform, unlike the office building floor, meaning that each location in the environment needs to be represented as a distinct state, requiring its own set of possible actions distinct from those of adjacent physical states. Since MDPs and POMDPs become significantly more difficult to solve as the state space increases, this tends to render those approaches as being computationally intractable without significant simplifications that can hinder the ability of the robot to operate.

For robots in these types of unconstrained environments, uncertainty research focuses more on the robot’s uncertainty about the environment, in particular about navigating while reacting to obstacles that it did not know about ahead of time, as in [13, 22, 28, 36, 54, 58, 72, 87, 89]. This type of research focuses on rapid, reactive replanning that can happen in as close to real-time as possible. However, it tends to avoid more complicated statistical models, mainly because finding
the shortest path through graphs where the arc cost PDFs change over time has been shown to be computationally extremely difficult (see [37]).

2.4 Optimal Foraging Theory

Optimal Foraging Theory (OFT) is an area of study in ecology that tries to understand how predators determine where to search for prey, and for how long. Fundamentally, any animal wants to maximize the calories it takes in relative to the calories it expends. With respect to predators, this means they want to eat as many prey as possible while minimizing the effort spent locating and killing that prey. Thus, when a predator locates a patch of the environment that contains prey, its behavior needs to balance two things. First, it needs to acquire enough calories to compensate for the effort spent searching for the prey-containing patch. On the other hand, it needs to be certain that it is ingesting calories at a sufficient rate to compensate for the effort being expended catching the prey within the patch.

One of the primary effects of this balancing act is that predators never end up eating all of the prey within a particular patch. This is primarily because as the predator eats prey within the patch, the density of prey within the patch shrinks, meaning that more effort must be expended finding and catching the prey. Eventually, a tipping point will be reached where it makes more sense for the predator to move to the next patch than to keep trying to locate new prey within the current, depleted patch.

2.4.1 Marginal Value Theorem

The Marginal Value Theorem (MVT) attempts to describe when this tipping point is reached [20]. Summarized in Figure 2.7, the MVT assumes that the energy a predator can gain by catching prey over time can be represented by a logarithmic curve similar to other types of diminishing-return curves, such as the power law of learning. Thus, the amount of time a predator should spend in a patch is determined by a line tangent to this curve which starts at the time the
predator started searching for a patch of prey. The area under this line is the amount of energy the predator expends both getting to the patch and hunting within the patch.

![Figure 2.7: Marginal Value Theorem](image)

Different color lines correspond to different travel times to patch, and thus different times spent foraging the patch.

As we will see, the primary difficulty with using the MVT in a robotics task is that the precise nature of the diminishing-returns curve for a particular task may not be known in advance. This means that the robot will need to have some way to learn the details of this curve as it moves through the environment. With regards to information gathering, it may be possible to apply information-theoretic concepts such as entropy to give the robot the capability of determining for itself when to move on to a new patch.

### 2.4.2 Applications

Within robotic planning, variations on OFT have been applied to a number of different problems. One example is the use of OFT to make decisions about how fast a robot should move through different parts of the environment [75, 5]. The robot is searching for tasks to perform in the environment so as to maximize the rewards it receives for performing those tasks. OFT can be used to model the expected rewards within a patch of the environment based on the perceived density of tasks and the quantity of tasks already performed within a given patch. In other words, if the robot can learn the relevant diminishing-returns function, then it can apply the MVT to its behavior and
make decisions about how carefully to search for tasks in a particular patch relative to moving on to the next patch.

In many ways, the OFT problem is similar to the information gathering problem. In our problem, the "predator" is the robot and the "prey" is the information being gathered. In both cases, the predator is exploring patches of the environment trying to maximize the amount of prey that it gathers. However, for the most part, OFT has not yet been applied to comprehensive information gathering systems. There are many reasons for this, not least of which is the domain-specific nature of the diminishing-returns curves. Preliminary research has been done trying to understand how an artificial system might learn these curves and make good decisions ([19, 76]), but as yet the theory has not been deployed on a full robotic foraging system.

Much of this has to do with several key differences between the foraging problem and the information gathering problem. The primary one is that OFT primarily concerns itself with how long a predator should forage in a particular patch. When a predator leaves a patch, it is assumed that it finds the next one by engaging in what amounts to a random walk. The information gathering problem, on the other hand, has to address not just when to abandon a particular patch, but also which patches to explore in the first place. If the robot has no prior knowledge of where information containing patches are likely to be, then its behavior until it discovers one ought to resemble a random walk (with a bias for heading towards its eventual goal). However, if the robot does have prior probabilities for information (such as from remote sensing imagery), then it needs to be able to choose which patches to explore and which ones to ignore. It is this particular aspect of the problem that this dissertation is addressing.

---

1This walk can obviously be guided by the predator’s senses, such as smell, but OFT does not try to address patch finding or the various things that could impact it.
2.5 Information Foraging

The problem of developing a robotic system that can forage for information combines a number of the issues that the algorithms described here are trying to address — such as path planning, uncertainty, and foraging — that have not previously been integrated. By themselves, none of the previous approaches are able to provide a comprehensive solution to the information foraging problem.

For example, as described in Section 2.4, systems that utilize concepts from foraging theory are almost entirely concerned with how much effort should be expended foraging within a particular patch. Navigation between patches has not yet been strongly considered. OFT also does not deal at all with any operational constraints, such as a deadline or resource constraints.

Route-planning algorithms, on the other hand, are concerned almost entirely with finding paths that minimize costs. The reasons for this mostly center around the intractability of the generic maximization problem, but also around the fact that most of the research is concerned mainly with developing better ways for robots to maneuver from a starting point to a destination. In so far as recent work has started to concern itself with the robots doing something useful while traveling, the focus has been on coverage of an area (such as with rescue robots) or opportunistic tasks.

2.5.1 The Information Foraging Algorithm

Chapter 3 details the Information Foraging Algorithm (IFA), which integrates aspects of several of the techniques thus far described. In particular, it not only tries to capture how long a given patch should be foraged, but also to take into account the selections of which patches to forage, how to navigate between those patches, and how to take into account uncertainties about the environment as they pertain both to patches and to navigation.

The IFA accomplishes this by determining the shortest paths between the start and all nodes in the graph and then from those to the goal using whichever shortest-path algorithm is
appropriate for the task, e.g., Dijkstra’s algorithm, A*, etc. Then, for every node that contains information, the IFA assigns a value, called Mass, that contains both the information content of the node and the time available for further exploration after that node has been visited and its information harvested. The algorithm then visits the node with the largest Mass, harvests that node’s information, and recalculates all of these values for the remaining information containing nodes.

When calculating shortest paths from the starting point to all nodes, the IFA explicitly accounts for any areas of uncertain traversability. Instead of simply treating an uncertain arc as untraversable, it makes what amounts to a cost-benefit judgment regarding whether enough time would be saved by traversing that arc to make it worth trying to gain more information about its traversability, versus the cost of simply avoiding the arc entirely.

The IFA takes a greedy approach by always navigating to the node with the largest Mass. A completely new plan is generated after information is gathered, or if the environment changes. The primary benefit of this approach is computational efficiency. The optimal versions of the information maximization problem are essentially versions of the Traveling Salesperson problem, which is known to be NP-hard and have a computational complexity of roughly $O(n!)$ for brute-force methods, and $O(n^{2n})$ for more exotic approaches like dynamic programming (where $n$ is the number of nodes). By only looking ahead one node, in the worst case the IFA only needs to perform two runs of Dijkstra’s algorithm, which is $O(n^2)$ in the worst case, plus calculate the Mass for each node, which is obviously $O(n)$.

As will be shown in Chapter 4, the IFA generally performs quite well, finding paths that gather over 75% of the information that the optimal path would gather. However, the price for using a greedy approach is that there is no minimum performance guarantee. This means that, on rare occasions, the IFA generates paths that gather less than 50% of the optimal amount of information. This happens on less than 1% of trials, though, and worse performance is even more rare. Thus,
accepting such a small number of failed pathways to get such a significant boost in computational performance should be acceptable.

Finally, the IFA is guaranteed to satisfy a deadline (or other horizon constraint) as a result of the initial calculation of the shortest path from each node to the goal. Before traveling to a node \( N \), the IFA checks that the total of the time to travel to \( N \) and the time to travel from \( N \) to the goal will not violate the deadline. Any node where such a violation would occur is excluded from any subsequent consideration.

2.5.2 Contributions of this thesis

Robotic foraging algorithms have thus far focused on planning surrounding a single patch in which to forage. Most of the literature focuses on determining how to maximize the robot’s exploration of a particular patch, and when the robot should go forage in a new patch. This thesis expands the robotic foraging research to make several new contributions, including:

- Developed a mechanism for finding the shortest expected time to any node in a graph while guaranteeing the robot will satisfy a deadline to the goal.

- Developed a novel metric (mass) for judging the utility of a node \( N \) based not just on the benefit from \( N \) but on the potential to gain benefits from the opportunity to visit other nodes after \( N \).

- Adapted the nearest neighbor heuristic for solving maximization problems to choose the order of patches to visit and forage. This makes the maximization problem computationally tractable.

- Explicitly took into account the uncertain traversability of arcs in the graph both when measuring mass and planning the route to the next patch to forage.

- Developed a foraging system that can explicitly account for operational constraints of the environment.
Chapter 3

The Information Foraging Algorithm

This chapter describes the Information Foraging Algorithm (IFA) developed to address the information gathering problem. Each component of the algorithm will be described in more detail below, but the basic premise is that it takes as its inputs a map (in graph form) where each node has an expected information content and each arc has a traversal cost and a traversal probability between 0 and 1, as well as a goal location and a deadline time. Figure 3.1 shows a simple example.

In this map, arcs that are untraversable will be represented with an infinite cost.

Figure 3.1: Simple environment map. $A$, $B$, and $C$ are all information containing patches.

This map would be derived from processing remote-sensing imagery of the environment, such as satellite photos. Research on this problem is in its early stages as before autonomous, long-duration exploratory robots became more prevalent there was no significant need for systems
to autonomously process such imagery in this manner. However, there are currently some basic algorithms in place. For example, the Belkin-O’Reilly algorithm identifies ocean fronts from satellite sea-surface temperature images using mechanisms similar to edge-detection algorithms from computer vision [8] and another uses ontologies to extract other types of ocean features from satellite imagery [3].

Since any maximization problem in a graph is going to be NP-hard, there needs to be some heuristic that will allow the robot to determine where it should go next in order to take a path that ends up being near optimal. In the IFA, the robot calculates a Mass (see Section 3.2) for each node in the graph from the input map and starts navigating toward the node with the highest Mass. As long as its sensor data is consistent with the data stored in its map, it will continue moving towards this node. Once it detects an inconsistency, either in the information content of a node or the cost to traverse an arc within its sensor radius, it will re-plan and start again. This continues until the robot reaches Bingo Time. Bingo Time is defined as the time when the only nodes the robot can reach without violating its deadline are those along the deterministic path to the goal.

Many of the implementation details will be domain specific. In particular, how information will be gathered and how that impacts the planning and, especially, re-planning phases will be strongly dependent on the characteristics of the information being searched for. Likewise, issues of traversability will depend on the interaction between vehicle dynamics and the environment. Thus, this dissertation presents a framework that can accommodate a wide range of possible information and environment models.

The IFA is also accounting for uncertainties in the environment. Traditional path planning algorithms have largely viewed areas of the environment as being either safe or unsafe for the robot to traverse. Obviously, the real world is less binary than this. The IFA accounts for this uncertainty about traversability by judging paths based on their expected cost.
3.1 Shortest Paths

Traditional path planning algorithms treat areas of the environment in a binary fashion: they are either safe or unsafe. Path planning sticks to the safe areas, and decisions are relatively straightforward. The robot traverses only the safe areas, usually trying to minimize a cost function and possibly satisfy constraints such as a deadline. In general, if there is uncertainty about a region’s traversability, it is treated as unsafe and avoided completely. However, in certain environments those regions might be very large, such as the rim of a crater on Mars, and there could be significant cost savings to be gained if these regions could be determined to be traversable (safe) upon closer examination by the robot. On the other hand, if the robot explores an ambiguous region and determines it is not safe, then it will have wasted time approaching the region and diverting around it. Thus there needs to be a mechanism for deciding whether it is worth the risk to explore the uncertain region.

Uncertainty can be modeled in a graph-based map of the environment by associating with each arc a traversal probability. Any arc with a traversal probability, $P_t$, of either 1 or 0 can be thought of as a *deterministic arc*. Deterministic arcs with $P_t = 0$ are completely untraversable, while those with $P_t = 1$ are known to be unambiguously safe. Any other arc can be thought of as a *stochastic arc*, since there is only a prior probability that the arc can be traversed. Figure 3.2 shows an example of a simple graph with both deterministic and stochastic arcs.

For example, Figure 3.2 shows a graph with both deterministic and stochastic arcs. Two types of paths through this graph can be defined. Deterministic paths utilize only arcs where $P_t = 1$. These are paths that the robot is completely certain can be traversed, and it is completely certain of the cost of these arcs. Any path that contains even one stochastic arc will be called a stochastic path. $T_d(A, B)$ is then defined as the time to get from $A$ to $B$ along the shortest deterministic path. In Figure 3.2, if assume the cost of each arc is assumed to be the same, then the red path is the path determined by $T_d(S_0, S_g)$. 
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$T_s(A, B)$ is defined as the time to get from $A$ to $B$ along the shortest path in a graph containing stochastic arcs. In order to path plan using stochastic arcs, there must be some mechanism for penalizing arcs with lower values of $P_t$. This is most easily achieved by multiplying $C(x, y)$ by $\frac{1}{P_t(x, y)}$. More formally, the cost of traversing a stochastic arc is defined as $\frac{C(x, y)}{P_t(x, y)}$. This yields a range of possible costs from $C(x, y)$ if $P_t(x, y) = 1$, which is what would be expected for deterministic paths, to $\infty$ for $P_t(x, y) = 0$, which is also what would be expected.

In Figure 3.2, the blue path is the path determined by $T_s(S_0, S_g)$. The path described by $T_s(A, B)$ is not required to have a stochastic arc. For any particular graph it may well be the case that the shortest path between two nodes in the graph is deterministic regardless of whether stochastic arcs are present in the graph. For example, in Figure 3.2, there are no stochastic arcs between $S_3$ and $S_g$. Thus, $T_s(S_3, S_g) = T_d(S_3, S_g)$. In the simplest case, the shortest path between two adjacent nodes is the arc connecting them, and the robot’s sensors presumably have sufficient detection power such that this arc is always deterministic. Thus, $T_s(A, B) \leq T_d(A, B)$. If $T_s(A, B) > T_d(A, B)$, then $T_s(A, B)$ would not be the shortest path between $A$ and $B$ in the stochastic graph.
The question then becomes which cost should be used when deciding which nodes to visit. Using $T_s$ would allow the robot to plan to visit more nodes, but if any of the arcs turn out to be untraversable then the plan could be severely disrupted. Imagine a robot that starts at $S_0$ in Figure 3.2 and starts following the stochastic path to $S_g$, and $T_D = 4$. It arrives at $S_2$ only to discover that the arc from $S_2$ to $S_5$ is not traversable. The robot drives to $S_1$ where it learns that the arc from $S_1$ to $S_4$ is also not traversable. Having consumed two time units to get to $S_1$, there is no path that will allow the robot to arrive at $S_g$ before $T_D$. Thus, in order to guarantee that the deadline will be satisfied, if $T_R(N)$ is defined as the time remaining before the deadline when the robot is at $N$, it can only attempt a stochastic path if, for every node $N$ along that path, $T_d(N,G) < T_R(N)$.

If this condition is satisfied, the robot can still be optimistic and use $T_s(S,N)$ to plan the route to $N$ and still be guaranteed of satisfying the deadline. Since using $T_S$ allows for the potential of exploring more nodes, it makes sense to use that for planning the route to $N$. This distinction highlights the first steps of the IFA: For all $N \in \text{map}$, calculate $T_d(N,G)$ and $T_s(S,N)$. If $T_s(S,N) + T_d(N,G) > T_D$, then there is no path the robot can take to explore $N$ and still guarantee it can get to $G$ before $T_D$, and so $N$ should just be eliminated from all further consideration.

3.2 The Mass Metric

In order to plan its route, the robot needs some mechanism for determining the order of nodes it will explore. Utilizing the potential fields concept of how attractive a node is (see Section 2.2.1), a value called Mass is assigned to all information containing nodes ($I(N) > 0$). The Mass of a node is based on two factors. The first is the expected information content of the node, $I(N)$\textsuperscript{1}. The second is the remaining exploration time after exploring the same node, $T_E(N)$.

The exploration time of node $N$, $T_E(N)$, represents time left for the robot to explore other

\textsuperscript{1}For clarity the $E\{}$ notation will be dropped. It should be taken as implied whenever the information content of a node is referenced.
nodes after it travels to $N$ and harvests the information from $N$. It is important to note that the time left for exploration is not simply the time remaining before the deadline, because the robot still also needs to navigate to $G$. Thus, $T_E(N)$ reflects the time it will take to travel to $N$, the time it will take to harvest $I(N), C_I(N)$, and the time it will then take in the worst case to get from $N$ to $G, T_d(N,G)$.

Figure 3.3 shows a simple example. In this graph, assume $I(S_1) = I(S_2)$ and $C_i(S_1) = C_i(S_2)$. If the robot is at $S_0$, exploring either node will give it the same benefit. However, the cost of traveling to $S_2$ is less than the cost of traveling to $S_1$. Thus, if the robot visits $S_2$ it will have more time remaining before Bingo Time to explore other nodes than if it visits $S_1$. This difference in attractiveness is what $T_E(N)$ is capturing.

Figure 3.3: Exploration time example. $I(S_1) = I(S_2)$ and $C_i(S_1) = C_i(S_2)$, but $T_E(S_2) > T_E(S_1)$

$T_E(N)$ can be defined as:

$$T_E(N) = T_R(S) - (T_s(S,N) + \alpha C_I(N) + T_d(N,G))$$  \hspace{1cm} (3.1)$$

where $\alpha$ is simply a normalizing factor to account for different units between time and information.
The Mass of $N$, $M(N)$ can then be defined as:

$$M(N) = I(N) + \lambda T_E(N)$$  \hspace{1cm} (3.2)

$\lambda$ is a scaling factor that allows the relative importance of the information content of a node versus its exploration time to be adjusted. For example, in an environment where the information content of the nodes is very certain, a user might want to set $\lambda$ to be low so the robot just visits as many high-information nodes as it can. On the other hand, in an environment where there is significant uncertainty about information content, a user might want to put more emphasis on exploration time by setting $\lambda$ to be higher so as to cause the robot to pick nodes based more on how much time it will have for visiting other nodes later.

### 3.3 The Planning Phase

The IFA has two phases — A planning phase in which it selects the next information-containing node to visit, and an execution phase in which it actually navigates towards that node. These two algorithms trade control back and forth as appropriate until the robot has reached its goal.

Algorithm 3.1 shows the IFA planning phase. It takes as its inputs a $Map$ of the environment in graph form, a start node $S$ and a goal node $G$. In each planning step, the planner first determines three values for each node $N$ in the $Map$: the deterministic cost to the goal, $T_d(N, G)$; the stochastic cost from the start, $T_s(S, N)$; and $T_E(N)$.

At this point $Map$ is analyzed and any node where $I(N) = 0$ and $T_E(N) < 0$ is deleted because any node with a negative exploration time cannot be reached without violating the deadline.
To wit:

\[ 0 > T_E(N) \]
\[ 0 > T_R(S) - (T_s(S, N) + C_i(N) + T_d(N, G)) \]
\[ T_R(S) < T_s(S, N) + T_d(N, G) \]

If \( T_E(N) < 0 \) but \( I(N) > 0 \), this means that there is not time to both visit \( N \) and harvest its information before the deadline. Thus, \( N \) is made a non-exploration node by setting \( I(N) = 0 \) and \( C_i(N) = 0 \) and recalculating \( T_E(N) \). Once this is complete, the transit costs and exploration times are recalculated on the new Map. These two steps alternate until \( T_E(N) \geq 0 \) for all \( N \in Map \).

Once that is done, the planning phase calculates \( M(N) \) for every information containing node remaining in the reduced Map and finds the node \( A \) with the largest Mass. If there is a tie between two or more nodes, that tie can be broken by any heuristic the user chooses. Then the IFA invokes the navigation phase for the robot to move towards \( A \).

3.4 The Navigation Phase

The navigation phase is shown in Algorithm 3.2. It starts out by first retrieving the path from \( S \) to \( A \). This would have been stored in Map as part of line 6 in Algorithm 3.1. It sets the current node to \( S \) and then executes a loop of actions until it either reaches \( A \) or detects that something in the environment is different from what it is expecting based on what is stored in Map. If any arc has changed, or if the expected information of any node has changed, it sets \( S \) to the current node and returns to the planning phase, whereupon the planning loop restarts.

If nothing has changed it updates \( T_R \) for the next step along the path based on the stochastic cost between the current node and the next node in the path, \( T_s(Current, Path.next) \). It is worth noting that for any arc the robot is willing to travel between \( S \) and any adjacent node \( Z \), \( T_s(S, Z) = T_d(S, Z) \) because, in order to guarantee safety, the robot will only travel away from its current location along an arc that has been determined to be traversable, meaning that arc is now
Algorithm 3.1 The planning phase of the IFA

1: function IFA Plan(Map, S, G)
2:    while $S \neq G$ do
3:        repeat
4:            for all $N \in Map$ do
5:                Calculate $T_d(N, G)$
6:                Calculate $T_s(S, N)$
7:                $T_E(N) \leftarrow TR(S) - (T_s(S, N) + \alpha C_i(N) + T_d(N, G))$
8:            if $T_E(N) < 0$ then
9:                if $I(N) > 0$ then
10:                   $I(N) \leftarrow 0$
11:                   $C_i(N) \leftarrow 0$
12:                else
13:                   $Map \leftarrow Map - N$
14:            end if
15:        end if
16:    end for
17:    until All $T_E(N) > 0$
18:    for all $N \in Map, I(N) > 0$ do
19:       $M(N) = I(N) + \lambda T_E(N)$
20:    end for
21:    $A \leftarrow \max_{I(N)>0} M(N)$
22:    IFA Nav(Map, S, A)
23: end while
24: end function
deterministic.

The robot then takes the next step along the path and updates Current appropriately. This loop continues and, so long as nothing has changed, it ends once the robot reaches A. When this happens, it will harvest the information from A, set \( I(A) = 0 \) so that it does not try to harvest A again later, update \( T_R(A) \) to reflect the cost of information harvesting, \( C_I(A) \), update S to be A, and return to the planning phase.

Algorithm 3.2 The navigation phase of the IFA

```plaintext
1: function IFA.Nav(Map, S, A)
2:   Path ← GetPath(Map, S, A)
3:   Current ← S
4:   while Current ≠ A do
5:     Measure Environment
6:     if Any arcs or Information in Map change then
7:       Update Map
8:       S ← Current
9:       return to IFA_Plan with new S and new \( T_R(S) \)
10:   else
11:      \( T_R(Path.next) ← T_R(Current) - T_s(Current, Path.next) \)
12:      Current ← Path.next
13:   end if
14: end while
15: Harvest Info from A
16: \( I(A) ← 0 \)
17: \( T_R(A) ← T_R(A) - C_I(A) \)
18: \( S ← A \)
19: return to IFA_Plan with new S and new \( T_R(S) \)
20: end function
```

3.5 Information models

Nothing about the IFA requires that either the expected information of a node, the cost of traversing an arc, or the probability of traversal to remain constant for the entirety of the robot’s journey. There are multiple factors that would change any of these values as the robot moves through
the environment, explores nodes, and updates its map. The mechanics of exactly how these updates are performed, however, would be domain specific, and thus outside the scope of this dissertation. However, some general expectations for how those effects would impact the IFA can be outlined.

### 3.5.1 Specific Information

There are several ways that the specific nature of the information will impact the way information is both represented within a particular node and will change as the robot explores nodes. One major aspect is whether the information is specific or diffuse. Specific information is reflected in a particular object or feature.

For example, a rover on Mars might be tasked with looking for one sample of a specific type of rock. Its map would tell it that there is a 90% likelihood of the rock being in a particular patch, but the patch contains multiple nodes that could be explored. Once the rover finds a sample in a particular patch, it should stop searching that patch and move to the next one. This case is relatively simple to deal with as the rover simply explores the nodes of the patch until it finds the rock. Once it finds the rock, it re-plans based on the time to the deadline and searches the next patch.

However, there are two open questions that are actively being researched by statisticians interested in the field of space-time statistics (see, for example, [40, 6]). The first question has to do with the initial conversion of the low-resolution map into the graph the IFA uses to plan. If there are multiple nodes of the graph contained within the patch of interest, how should that 90% likelihood be divided up? Should every node in the patch get a 90% likelihood of information? Should likelihoods for each node be determined by a sample of a two-dimensional Gaussian distribution? If so, what are that distribution’s parameters going to be?

The second questions has to do with how that likelihood should change for the other nodes in a patch once a particular node has been explored and the rock has not been found. Should the other nodes maintain the same likelihood? Should it go down? Should it go up? The answer to this
depends to some extent on what method is used for the original apportionment of the information likelihood. Most of the simulations described in Chapter 4 used a simplified information model that assigns the likelihood for a patch to all the nodes within the patch and does not change them as the robot explores the patch.

### 3.5.2 Diffuse Information

Another type of information would be diffuse information. This would exist in a scenario where the robot needs to sample one patch long enough to get a sufficient picture of its characteristics, and to then go sample another patch for contrast. For example, an oceanographer might want an AUV to take measurements on one side of a front and then cross the front and take measurements on the other side. Similarly, in using an unmanned aerial vehicle (UAV) to search for a given feature within a particular patch of the environment, there needs to be some metric for it to decide that continued searching is not likely to yield any new information, so it should give up and go look somewhere else.

Diffuse information can be more directly modeled with something like optimal foraging theory (see Sec. 2.4), where the curve in the marginal value theorem can be generated as a type of informatics-based entropy curve. Estimating the details of that curve would be difficult, but in theory it should be possible to measure when the new bit of information the robot has gained about the patch is not adding much to the overall amount of information gathered about the patch. It would be at this point that the robot would want to give up on the current patch and move on to the next one.
Chapter 4
Simulations

To test the Information Foraging Algorithm several different types of simulations were run using Matlab to model different aspects of the types of physical environments in which an information gathering robot might operate. The simulations were also designed to test different models of how scientific information might be distributed in these environments.

In all cases, the vehicle dynamics were ignored as being beyond the scope of this dissertation. In particular, it is assumed that the vehicle dynamics would be dealt with in two systems external to the IFA. The first is in the system that generates the initial map from remote imaging. Presumably, in developing estimates of both the cost for the vehicle to traverse a particular part of the environment, as well as a prior probability reflecting the likelihood that that part of the environment is traversable, the map making system will have to have at least a rudimentary model of the vehicle dynamics. The IFA then uses this map to generate a proposed route through the environment. This route will follow the grid lines in the graph generated in the initial phase of the IFA. Thus, some post-processing of the route using standard smoothing techniques, such as Bezier curves or interpolation (e.g., [102, 103, 31]) will be required. It is not atypical that this smoothing stage would also involve smoothing of the control inputs to the vehicle.

Vehicle dynamics can also be integrated into the sensor-based, realtime adjustments the robot will need to make while maneuvering through the environment. The map the robot is initially working with is based on low-resolution remote-sensing data. The sensors on-board the robot will
undoubtedly provide a much higher resolution of the immediately surrounding terrain, including roughness and smaller obstacles. The robot will need to integrate this sensor information to make decisions about specific control inputs. There already exists a significant body of research addressing this question (e.g., [99, 65, 64, 92, 28, 42]).

The first set of tests was designed to establish some measures of baseline performance. In these tests, physically plausible arrangements of information were constructed without trying to model every aspect of a physical environment. In all of these tests the performance of the IFA was compared to what the results of the optimal path through the environment would have been. The optimal path was simply computed with depth-first search with the constraint that no node could appear on a particular path more than once.

The second set of tests was designed to explore how well the IFA would perform with the existence of stochastic obstacles. For the most part, the environments used were the same as in the first set of tests, but with the introduction of arcs with a traversability probability less than 1.

### 4.1 Monte Carlo Simulations

A Monte Carlo simulation was conducted where $N$ nodes were randomly distributed within a $12 \times 12$ square. Their information contents were randomly assigned between 1 and $2N$ so as to reduce the likelihood of two nodes having the same $I(N)$. $S$ and $G$ were always at opposite corners of the square. We were interested in comparing how the IFA performed relative to optimal performance when $N = \{4, 8, 12\}$, $T_D = \{20, 30, 40, 50\}$, and $\lambda = \{0.25, 0.75, 1.0, 1.5\}$. If two or more nodes had the same Mass, the IFA would choose the node closest to the robot’s current node. If there were still multiple nodes tied, it would choose one at random. There were 10,000 trials run for each condition.

Figure 4.1 shows the average performance of the IFA for each of the various conditions expressed as an average percentage of the optimal amount of information that could have been collected on each run. As can be seen from the table and the figures, the IFA obviously did not
Figure 4.1: Mean IFA performance as percentage of optimal: only deterministic arcs

Performance for $\lambda < 1.0$ is always over 75% of optimal.
Performance drops off substantially for $\lambda \geq 1.0$. See the text for details.

perform optimally, though it was not expected to. However, it did generally perform extremely well.
The lowest average performance for any combination of $N$, $\lambda$, and $T_D$ was 55%, and it generally performed better than 70% of optimal for all $\lambda \leq 1.0$.

In general, when $\lambda < 1.0$ the IFA performed extremely well (better than 85% of optimal), but performance dropped significantly for $\lambda > 1.0$. The most likely explanation for this trend has to do with the cost of harvesting the information from a node, $C_I(N)$. For the sake of simplicity,
all of these simulations have set $\alpha = 1$ and $C_I(N) = I(N)$. That is to say, the cost of harvesting information is equivalent to the amount of information in a node. Equations 3.1 and 3.2 are reprinted here as Equations 4.1 and 4.2 for reference:

$$T_E(N) = T_R(S) - (T_s(S, N) + \alpha C_I(N) + T_d(N, G))$$

(4.1)

$$M(N) = I(N) + \lambda T_E(N)$$

(4.2)

Substitute Equation 4.1 into Equation 4.2 and simplify terms:

$$M(N) = I(N) + \lambda (T_R(S) - (T_s(S, N) + C_I(N) + T_d(N, G)))$$

(4.3)

$$= I(N) + \lambda T_R(S) - \lambda T_s(S, N) - \lambda C_I(n) - \lambda T_d(N, G)$$

(4.4)

Substituting $I(N)$ for $C_I(N)$ and collecting like terms:

$$= I(N) - \lambda I(N) + \lambda (T_R(S) - (T_s(S, N) + T_d(N, G)))$$

(4.5)

$$= (1 - \lambda)I(N) + \lambda (T_R(S) - (T_s(S, N) + T_d(N, G)))$$

(4.6)

What Equation 4.6 implies is that for any $\lambda = 1$, the information content of a node is not relevant to its mass, and all that matters is the distance component of the exploration time. Even worse, for any $\lambda > 1$, having information in a node actually leaves it with a lower Mass than if it had no information at all.

Note that this is not inherently a difficulty with the fact that $\alpha C_I(N) = I(N)$. In fact, an argument could be made that this is an indication that the $\lambda$ is doing the job it is supposed to do. Namely, it is there to allow the user to control the relative importance of the information content of a node, $I(N)$, and the cost of obtaining that information relative to the time remaining before the deadline, $ET(N)$. Put another way, $\lambda$ allows us to determine the relative importance of simply gathering information regardless of where it is versus maximizing the opportunities to explore other nodes after the robot is finished with the next one.

One important factor upon which the manipulation of $\lambda$ will depend is the level of certainty in the expected information at the nodes in the environment. If the level of certainty is high, then
it makes sense to set $\lambda$ low so that the robot will gather from the high-information nodes with less concern about how much time is left for exploring nodes with less information. On the other hand, if there is significant uncertainty about $I(N)$, then the remaining exploration time becomes a more important factor in the decision making since choosing the wrong node might mean missing out on significant amounts of information entirely. This would lead to the choice of a higher value of $\lambda$.

For any node node where $I(N) > 0$ and $C_I(N) > 0$, there will be some value of $\lambda$ where $\alpha C_I(N)$ will essentially cancel out $I(N)$. For any individual node this is not necessarily a problem as it just means that, in the context of the chosen value of $\lambda$, that node is simply too expensive to go explore. On the other hand, if there is a proportional relationship between $I(N)$ and $C_I(N)$, then there will be a value of $\lambda$ such that $\alpha C_I(N)$ will cancel out $I(N)$ for all information containing nodes, which would probably not yield useful results. Thus, when designing a domain-specific implementation of the IFA, it is going to be important to have at least some understanding of the relationship between $I(N)$ and $C_I(N)$, or some mechanism for a robot to learn that relationship.

Based on this realization, it makes sense to evaluate the IFA in the context of values of $\lambda < 1$. The reason for this is because when $\lambda = 1$ the information content of a node is irrelevant, meaning the IFA will essentially be navigating randomly towards the goal without actively seeking information. When $\lambda > 1$, nodes with information will actually have a lower Mass than equivalently distant nodes without information, meaning the IFA will actively avoid the information containing nodes.

Given this, from the minimum performances we can see that there are occasions when the IFA collected less than 20% of the information of the optimal possible path. However, across the 4800 trials that were conducted with $\lambda < 1$, only 46 of them yielded paths that collected less than 50% of the information that the optimal paths collected. This is less than 1% of all trials. There were only 463 trials with paths that yielded less than 70% of the optimal information, which amounts to 9.65% of all paths. In other words, 9 times out of 10 the IFA will generate a path that
gathers at least 70% of the information the optimal path would have gathered, at a fraction of the computational cost.

Figure 4.2 presents the results by showing the average difference for each condition between how much information the IFA harvests versus the optimal information that could be gathered. In general, lower values of $\lambda$ had smaller raw differences from optimal than larger values. The raw differences from optimal also got larger the longer the deadline time.

![Monte Carlo Simulation: 4 nodes](image)

(a) 4 information containing nodes

![Monte Carlo Simulation: 8 nodes](image)

(b) 8 information containing nodes

![Monte Carlo Simulation: 12 nodes](image)

(c) 12 information containing nodes

Figure 4.2: Mean Information Gathered: only deterministic arcs
For $\lambda < 1.0$, performance is largely the same. When $\lambda \geq 1.0$, significantly less information is gathered. See text for details.
For $\alpha \leq 1.0$, performance is largely the same. When $\alpha > 1.0$, performance slowly decreases.

A final set of simulations was performed to understand the relationship between $\alpha$ and $\lambda$. In the previous simulations, $C_i(N) = I(N)$, which has the effects described above. Those effects are true if there is any sort of linear relationship between $C_i(N)$ and $I(N)$. To eliminate that connection, two sets of simulations were performed. These simulations used 4, 6, and 8 nodes with $T_D = 30$ while varying both $\alpha$ and $\lambda$.

In the first, $C_i(N)$ was set as a constant (1) for all nodes $N$. Figures 4.3 and 4.4 show the
percentage of optimal and the information gathered respectively as $\alpha$ and $\lambda$ varied. All of the values of $\lambda$ behaved in essentially the same fashion for all number of nodes. When $\alpha \leq 1$, performance was relatively steady. When $\alpha > 1$, performance declined slowly as $\alpha$ increased.

Performance holding steady while $\alpha \leq 1$ is almost certainly a ceiling effect reflecting the diminishing importance of $C_i(N)$. In particular, as $C_i(N)$ becomes less of a detriment when calculating $M(N)$, then $I(N)$ and the transit costs matter more. This means the IFA will start to seek out nodes that balance high information and low travel costs. At a certain point, this balance cannot be altered substantially, meaning the IFA will always find the same path even as $\alpha$ changes.

Figure 4.4: Mean Information Gathered: $\alpha$ vs. $\lambda$, constant $C_i(N)$

For $\alpha \leq 1.0$, performance is largely the same.

When $\alpha > 1.0$, Performance slowly decreases.
For these particular simulations, that point was $\alpha = 1$.

Figure 4.5: Mean IFA performance as percentage of optimal: $\alpha$ vs. $\lambda$, random $C_i(N)$

For $\alpha \leq 1.0$, performance is largely the same.
When $\alpha > 1.0$, performance sharply decreases.

The more $\alpha$ increases above 1, the more the harvesting cost for a node negatively impacts $T_E$, and thus decreases $M(N)$. The travel times to $N$ and from $N$ to $G$ become less important. Thus, as $\alpha$ increases, the IFA becomes biased towards visiting nodes with high information, even if those nodes also have high travel costs. This may prevent it from being able to visit lower information nodes later. In certain cases, the weighting of the harvesting cost can also get driven high enough
that the IFA is simply able to visit fewer nodes than for a lower value of $\alpha$.

For $\alpha \leq 1.0$, performance is largely the same. When $\alpha > 1.0$, performance sharply decreases.

In the second, $C_i(N)$ was set randomly between 1 and $2N$ independently of $I(N)$. Figures 4.5 and 4.6 show the percentage of optimal and the information gathered as both $\alpha$ and $\lambda$ varied. Similar to when $C_i(N)$ was constant, performance stays relatively stable for $\alpha \leq 1$, but then drops off fairly sharply. In fact, this case is the worst of all the various simulation cases. This result is also not surprising. As $\alpha$ increases the IFA is going to be biased towards nodes with lower
values of $C_i(N)$. Since $C_i(N)$ is assigned randomly to each node, the effect is that as $\alpha$ increases the sequence of nodes the IFA visits tends towards randomness and away from a pattern that can optimize the information gathered.

### 4.2 Monte Carlo Simulations with Stochastic Obstacles

A second set of Monte Carlo tests was performed that was identical to the first in almost every respect. The major difference in this second set of tests is that one of the pathways between information containing nodes was randomly chosen to have a stochastic obstacle placed across it. This was implemented by designating one of the arcs connecting two information containing nodes as having a traversability probability, $P(T)$ chosen from a Gaussian normal distribution with $\mu = 0.75$ and $\sigma = 0.25$, $\mathcal{N}(0.75, 0.25)$, bounded to be between 0 and 1.

As the robot navigated through the environment, if it encountered this arc as the next arc in its path then at that point the weight of the arc was either set to $\infty$ (impassible) or to its initially estimated value with a probability equivalent to the traversability probability. If the arc was deemed to be impassible, the robot would re-plan before proceeding.

The optimal amount of information that could be gathered within the environment was determined by calculating the optimal amount of information assuming the stochastic arc was traversable (the stochastically optimal amount, $O_s$), then doing the same assuming it was not traversable (the deterministically optimal amount, $O_d$), and then taking a weighted combination where $O = P(T)O_s + (1 - P(T))O_d$.

As before, Figure 4.7 shows the average performance of the IFA as a percentage of the stochastically optimal path. The IFA performed very similarly in the stochastic case to how it performed in the completely deterministic tests performed above in that the averages are very similar, both within specific conditions as well as the overall averages.

There are two ways in which the performance of the IFA in stochastic environments differed
Figure 4.7: Mean IFA performance as a percent of optimal: 1 stochastic arc
Analyses are now restricted to $\lambda \leq 1.0$ (see text for details).
Performance is similar to the deterministic cases (see Fig. 4.1)

from its performance in deterministic environments. The first is that the minimum performance examples for the stochastic were somewhat worse, with several examples of minimum performance less than 10%. Despite that, the second difference is that there were, overall, fewer cases in which the IFA performed as poorly as in the deterministic version. Across the 4800 trials when $\lambda < 1$, only 48 trials resulted in performance less than 50% of optimal. This is only 1% of all the trials. Only 450 trials resulted in performance less than 70% of optimal, which represents only 9.4% of total trials.
Figure 4.8 shows the information gathered by the IFA in the Monte Carlo tests with a stochastic obstacle relative to what the optimal path would have gathered. As was seen with the results based on the percentage of optimal, the raw information collected is also similar to the case where there was no stochastic obstacle.

![Monte Carlo Simulation with stochastic arc: 4 nodes](image)

(a) 4 information containing nodes

![Monte Carlo Simulation with stochastic arc: 8 nodes](image)

(b) 8 information containing nodes

![Monte Carlo Simulation with stochastic arc: 12 nodes](image)

(c) 12 information containing nodes

Figure 4.8: Mean Information Gathered: 1 stochastic arc
As before, performance mirrored the deterministic case (see Fig. 4.2).
4.3 Baseline tests

Overall, the results from the Monte Carlo simulations provide clear evidence that the IFA is a viable planning algorithm for the information gathering problem. In this second set of simulations, we attempted to model possible task environments into which a science gathering robot might be dispatched, and compare the results of the IFA to what a brute-force optimal path generator would have gathered\(^1\).

The environments constructed in this section all share some basic properties. Information patches are modeled as nodes in the graph with an expected information content, \(I(N)\), and an information harvesting time equal to the magnitude of \(I(N)\). These nodes were then connected with bidirectional arcs in particular arrangements designed to loosely model potential patterns of information distribution within an uncluttered environment. For all environments, the start node, \(S\), had only outgoing arcs and the goal node, \(G\), had only incoming arcs. Once again, if multiple nodes had the same Mass the tie was broken by choosing the one closest to the robot’s current node, and further ties were broken randomly.

4.3.1 Basic Simulation

![Basic Simulation environment](image)

Every node is connected to every other node.
All arcs are deterministic with a cost of 1.
\(I(N) = 1\) and \(C_I(N) = 1\) for every node except \(S\) and \(G\).

\(^1\)Note: Because generating optimal paths gets exponentially more computationally expensive with each new node and set of arcs, the overall number of nodes and arcs was relatively restricted for all of these examples. The IFA by itself can handle extremely large environments very quickly. See Section 4.4.
This simulation was not designed to have any sort of physical analogue, but just as a reality check to establish how well the IFA would operate under very simplistic conditions. The environment had 8 information containing nodes, each of which contained an equal amount of information. \( S \) was connected to each node with an equal cost, and each node was further connected to \( G \) with an equal cost. Each node was also fully connected with every other node and, again, all of these arcs had equal costs. (In all cases the costs were 1, but since they were all equal the magnitude does not actually matter. See Figure 4.9.) The primary variable of interest here was \( T_D \), essentially to ensure that the algorithm would behave as expected (visit as many nodes as possible before Bingo Time). For this simulation, \( \lambda \) was set to 0.25.

![Simulation 1: Information gathered by \( T_D \)](image)

Figure 4.10: Basic Simulation results
Since all paths are basically the same, the IFA is always optimal.

In this simplistic case the IFA always harvested the optimal amount of information. Figure 4.10 shows the amount of information gathered as a function of \( T_D \). There is only one line in the graph because both the optimal amount of information and the amount the IFA harvested are the same.

The IFA is always optimal because, with everything equivalent for all of the nodes in the graph, all of the nodes have the same Mass. The exception is the goal, which will have the lowest
Mass due to not having any information. Furthermore, every time the information gets harvested from a node, \( N, I(N) \) gets set to 0, meaning that node will not get harvested again. Thus, the IFA simply keeps harvesting information from unharvested nodes until it either runs out of nodes to harvest or hits Bingo Time. This is, of course, precisely the optimal behavior.

4.3.2 Basic Simulation: Bottleneck

The environment in this simulation is precisely the same as the previous one, except now \( S \) and \( G \) are only connected to one (different) node each (see Figure 4.11. Once again, \( T_D \) was varied and the expected behavior was the same. In this case, though, the IFA did not quite conform to the expected behavior. Rather, as can be seen in Figure 4.12, the IFA visited one less information containing node than the optimal case.

The explanation for why this happens is actually rather simple. Obviously the first node harvested in either case is the node connected to \( S \) (node D in Fig. 4.11). In the optimal case, given sufficient time, the last node harvested before traveling to the goal should be the one node connected to the goal (node E in the figure). Figure 4.13a shows such a path for \( T_D = 5 \).

However, in the context of the IFA, since the exploration time is calculated based on the time both to get from where the robot is to a given node and the time to get from that node to the
Figure 4.12: Bottleneck simulation results
The IFA is short of optimal because its second step was always to E.

Figure 4.13: Paths through the Bottleneck environment when $T_D = 5$.
Note the IFA path goes from $E$ to $A$, then back to $E$ because it has hit Bingo time. Thus, the optimal path gathers information from four nodes, but the IFA path only gathers from 3.

goal, after harvesting node $D$, the node with the best $T_E$ will be node $E$. This is because it is the same cost to get from node $D$ to any of the other information containing nodes, but node $E$ is the only node whose path to $G$ does not have to go through another information containing node. Thus, its cost to go to $G$ is 1 while the cost to $G$ for all the other nodes is 2. Since all the information containing nodes have equal information, this means that $E$ has the lowest exploration time, and thus the highest Mass (see Sec. 3.2). Thus with the IFA, node $E$ is always the second node visited, which makes it slightly more costly to then proceed and visit other nodes, since the robot still has
to backtrack through $E$ to get to $G$. Figure 4.13b shows a typical path generated by the IFA for this environment.

### 4.3.3 Linear Array 1

![Linear environment with nodes farther from $S$ having higher information content.](image)

In this simulation the nodes are equally spaced along a straight line between $S$ and $G$. The node with the most information was farthest away from $S$ and the one with the least was closest, with the other nodes ordered in between (see Figure 4.14). One physical analogue for such an arrangement is if a rover is driving around looking for a particular kind of rock. Satellite imagery has generated a map with a 2-D Gaussian probability density function (PDF) centered at a point off in the distance, near $G$. Thus, the nodes near $S$ are going to have a low probability of the rock of interest being present, meaning they will low expected information content. The ones near $G$, being near the center of the Gaussian PDF, will have a higher probability of the rock being there, and thus higher expected information content.

Here we were interested not just in varying $T_D$, which should again affect how many nodes are visited, but also $\lambda$. $\lambda$ in particular should affect which node gets visited first by determining how big an effect the node’s distance from $S$, via the exploration time, has on the node’s Mass. Once again, $\alpha = 1$ and $C_I(N) = I(N)$.

As we saw in the Monte Carlo simulations, $\lambda \geq 1$ tended to significantly degrade performance as it eliminates the influence of information in the Mass function. In this particular configuration, though, favoring distance over information is actually advantageous, though. When $\lambda < 1.0$, the IFA picks the node with the highest information that it can reach first. This then forces it to backtrack to gather information from other nodes. When $\lambda \geq 1.0$, the IFA is biased to pick information containing nodes based on distance rather than information. This means it ends
up choosing nodes in order away from S, and it is able to actually gather more information.

**Figure 4.15: Linear simulation 1 results**
When \( \lambda < 1.0 \) the IFA tends to go to the highest information node it can first and then backtrack. When \( \lambda \geq 1.0 \), it is biased to consider distance more, and so it travels to as many of the closest nodes first as it can.

### 4.3.4 Linear Array 2

**Figure 4.16: Linear environment 2 — the reverse of the previous environment**

This simulation used the same set-up as Linear Simulation 1, but in this case the nodes were ordered with the highest information closest to S and the lowest information one farthest (see Figure 4.16. As a result, the optimal behavior is clearly that the nodes should be harvested in order between S and G with no backtracking. The physical analogue is obviously also the reverse of Linear Array 1. Here the expectation is that the robot should always stop at the highest information node that it can explore within the deadline time, then the second highest, etc.
In this case, it is always optimal to travel to the highest information node possible first and then visit smaller ones along the way as possible. Thus for $\lambda \leq 1.0$, the IFA always generates optimal solutions. For $\lambda > 1.0$, since it visits closer nodes first it generates suboptimal solutions.

As can be seen from Figure 4.17, the results depended on $\lambda$. As we have seen with previous simulations, performance tends to change once $\lambda \geq 1.0$. Also as before, the higher $\lambda$ performed substantially worse than the lower values. The reason for this is that higher values of $\lambda$ put more of an emphasis on the exploration time. The nodes closer to the goal will always have better exploration times because they are close to the goal and have very low information harvesting costs. The nodes near the start will have worse exploration times because they are farther from the goal and have higher information harvesting costs. Lower values of $\lambda$ put more of a premium on information when calculating Mass, and thus the higher-information nodes near the start will become more attractive.

### 4.3.5 Outlier 1

This simulation has multiple low information nodes near $S$ and one very high information node far away from both $S$ and $G$. There were 7 low information nodes that all had an expected
information value of 1. Their distance from $S$ and from each other was 1. All the nodes, including the outlier, had a distance of 5 from $G$. We then varied both the distance of the outlier from $S$ (from 1-10) as well as the expected information of the outlier (2-20). The outlier was also connected to the 7 nodes in the low-information cluster with the distance as from $S$ (see Figure 4.18). We then, based on the previous simulations, chose three values of $\lambda$ (0.25, 0.75, 1.0, and 1.50) that have tended to represent divisions between different types of plans the IFA generates. $T_D$ was set to 35, which was the cost of traveling from $S$ to $G$ while harvesting the outlier in the highest-distance + highest-information case ($T_d(S, O) = 10, C_I(O) = 20$).

![Figure 4.18: High information outlier](image)

Figure 4.18 shows the results. As we would expect, when a lower value of $\lambda$ puts the emphasis more on information, then the algorithm tends to choose the outlier node most of the time. Once the information content of the outlier exceeds 7 (the total information of all the nodes in the low-information cluster), then the IFA chooses the outlier every time (see Fig. 4.19a).

When the value of $\lambda$ is such that there is more balance in the Mass metric between information and exploration time, then the selection of the outlier is much more dependent on how far the outlier is from $S$. In Figure 4.19b we can see that the farther the outlier is from $S$, the more
The IFA tries to visit the high information outlier if it can. Otherwise it visits as many nodes in the low information cluster as possible.

Information it needs to contain before the IFA will decide to go explore it. This makes sense from a practical perspective. In many real-world situations like this, going to explore the outlier essentially means giving up on the multiple lower-information patches that are right next to the robot. Thus, the potential payoff for making that sacrifice needs to outweigh the information being given up in the more immediate vicinity of the robot.

Finally, if the value of $\lambda$ is set to emphasize exploration time over information, then the IFA will always stay in the low-information cluster, at least for outlier information $\leq 20$ (see Fig. 4.19c). As the outlier information increases we will eventually find a threshold where the IFA will choose to explore it, meaning that the algorithm largely behaves as we would intuitively expect.
4.3.6 Outlier 2

This is the complement of the Outlier 1 simulation, where the positions of the high-information node and the low-information cluster are reversed (see Figure 4.20). This simulation was done primarily as a reality check for understanding the results of the first Outlier simulation. The basic parameters were the same, except $T_D = 26$, which was the cost of getting information from the high-information node in the case where its expected information was 20.

As with Outlier 1, the behavior of the IFA depended upon whether more emphasis was placed on information or exploration time in the Mass metric. Figure 4.21 shows the results for $\lambda = \{0.75, 1.0, 1.50\}$. (The results from $\lambda < 0.75$ were exactly the same as for $\lambda = 0.75$, so they are not presented here.) When the emphasis was on information (Fig. 4.21a), then the IFA visited as many nodes in the low-information cluster as possible before visiting the high-information node and proceeding to the goal. As the emphasis was shifted to the cost of exploring a particular node, the IFA became more likely to focus on the closest nodes, which in most cases was just the
Similarly to the Outlier 1 simulation, the IFA always visits the high-information node when it can, and if there is sufficient time it tries to visit nodes in the low information cluster as well.

4.3.7 Scout the base

In the last of the baseline tests, $S$ and $G$ are next to each other in the center of a circle of information containing nodes (see Figure 4.22). The information value of each of these nodes is set randomly, and each node is equidistant from both $S$ and $G$. This simulation is analogous to a robot needing to conduct a survey of the area around a central base. $T_D$ and $\lambda$ were both varied and, as before, $\alpha = 1.0$ and $C_I(N) = I(N)$.

The results are similar to those of the other simulations presented thus far. Smaller values of $\lambda$ tend to generate more optimal results because they lead to the IFA choosing to visit nodes
Figure 4.22: Scout the base environment

roughly in order from the most possible information to the least. Larger values of $\lambda$ cause the robot to focus on nodes that are easier to visit and harvest from its current location, which means sometimes it does not go to the optimal node but to the easiest one.

Figure 4.23: Scout the base results
4.4 Large Environment Tests

A number of large environment tests were also conducted to explore the performance of the IFA in more realistic scenarios. In these tests a square grid was constructed that was 50 nodes on a side. Within this grid rectangular patches of information were placed where each patch contained multiple information-containing nodes. This more closely approximates what a real-world information foraging scenario might look like. There are three examples described below: a simple environment with just information, and environment with deterministic obstacles, and one with a mix of deterministic and stochastic obstacles. Unfortunately, with 2500 nodes, the size of these environments precludes finding the exact optimal solutions for comparison. 170! is the largest number that Matlab will return an answer for, on the order of $10^{306}$.

For the planning in these simulations, each node in the graph was treated as an independent entity. In other words, the IFA has no specific notion of a patch of information containing nodes. Thus, when it performs its initial calculations of $T_s(S, N)$ and $T_d(N, G)$, it is doing that for all 2500 nodes in the graph. It then calculates $T_E(N)$ and $M(N)$ for all of the 412 information containing nodes, and decides which one to visit next without regard to what nodes are surrounding it. This is something that will be addressed in the discussion of future directions (Section 5.2).

4.4.1 Simple environment

Figure 4.24 shows the basic environment with information patches and no obstacles. The robot starts in the bottom left corner and navigates to the upper right corner, trying to maximize the information it collects along the way. Figure 4.25 shows the paths generated by the IFA for several values of $T_D$. Based on the Monte Carlo analysis showing only small differences when $\lambda < 1.0$, and poor performance for $\lambda \geq 1.0$, these simulations simply used $\lambda = 0.5$. 73
4.4.2 Deterministic obstacle

Figure 4.26 shows the same environment with the addition of a deterministic obstacle across the centerline path taken in all of the simple environment simulations. Figure 4.27 shows the paths generated for multiple values of $T_D$. Unsurprisingly, the IFA is easily able to compensate for the obstacle and generate paths that are largely similar to those generated in the environment without the obstacle.

In Figure 4.27d, the IFA has enough time before $T_D$ to gather all of the information in the environment. One implicit bias of the IFA is that it will tend to maximize the amount of time it utilizes before $T_D$. This is a result of the fact that it will continue to explore nearby nodes as long as there are ones that can be explored, which is to say ones where $T_E(N) < T_D$. As time advances, the set of nodes where this is true shrinks until eventually, at Bingo Time, the only nodes left in the set are the ones along the shortest deterministic path to $G$. Any heuristic can be used to determine exactly which nearby nodes to visit. Figure 4.27d chooses randomly. There could also be heuristics specific to the domain or the information model, such as visiting nodes on the fringes of previously
Figure 4.25: Paths generated by IFA through large simple environment.

Figure 4.26: Simple environment with three information patches and one untraversable region (in black).
existing patches or making a random walk towards $G$. A more extensive discussion of this issue can be found in Section 5.2.3.

Figure 4.27: Paths generated by IFA through large environment with deterministic obstacle.

4.4.3 Stochastic obstacles

The final big environment simulation places stochastic obstacles as well as the deterministic obstacle from the previous simulation. When the robot approached a stochastic arc it was randomly determined to be traversable or not based on the prior probability of traversability. As can be seen from Figure 4.29, the IFA still had no difficulty accommodating the stochastic arcs. As can
especially be seen in Figure 4.29d, the IFA would avoid a stochastic region that was determined to be untraversable, but cross over stochastic arcs that were deemed traversable.

### 4.4.4 Ocean-like environments

Robots are being frequently used to gather scientific data from the ocean. A high-profile example is the use of an autonomous underwater vehicle (AUV), the *Bluefin 21*, to search for Malaysian Airlines flight 370 in the Indian Ocean. The Monterey Bay Aquarium Research Institute (MBARI) has been using AUVs to survey Monterey Bay for close to 15 years [27, 78, 88].

In some ways, the ocean is a simpler environment for path planning. In many areas, the only real “obstacles” are the shoreline and the ocean floor. An AUV can safely operate by maintaining maximum depth and staying away from particular areas. As a result, most research AUVs do not operate with forward-scanning sonar (as opposed to the bottom-scanning sonar that mapping AUVs use) or otherwise invest resources into object avoidance.

On the other hand, the ocean is far more dynamic than most terrestrial environments. Scientists are frequently interested in sampling phenomena that are highly dynamic both spatially and temporally. For example, one type of feature that oceanographers are often interested in is
something called a *front* [7]. A front is essentially a boundary between different types of water. One of the most famous is the front between the Gulf Stream, which contains rapidly moving warm water, and the North Atlantic Ocean, which contains slowly moving cold water. Fronts are interesting to oceanographers because they are often areas where a large diversity of organisms converges (e.g., [43, 74]).

Belkin and O’Reilly [8] have developed a widely used algorithm for identifying fronts from satellite imagery of sea surface temperature (SST). From the time a satellite image is captured and processed until an AUV can arrive on station to being sampling a front, several hours will have passed. Because of the dynamic nature of ocean features, the front may have moved several
kilometers, or disappeared entirely. The strength of the front — the sharpness of the distinction between the water masses on either side — can also rapidly change over time. As a result, while there may be prior probabilities about where the front is, the environment model has to account for the fact that these priors are going to diffuse over time. The longer it takes for the AUV to arrive on station, the more spread out the probability patch will need to be in order to reasonably define the necessary search area.

To test the IFA under these conditions, a simulation based on the simple simulation in Section 4.4.1 was developed. The primary difference was that at random time intervals, information “diffused” from a given node to its adjacent nodes with a random probability. Figure 4.30 shows the paths generated for three different values of \( \lambda \) when \( T_D = 250 \) and \( T_D = 500 \).

![Diagram](image.png)

Figure 4.30: Results from an ocean-like simulation with dynamic information movement. a, b, and c: \( T_D = 250 \); d, e, and f: \( T_D = 500 \). Red areas show final configuration of information. Pink line is the robot’s path.

The IFA exhibits the same general behavior as was seen in Figures 4.25b and 4.25c. When
$T_D = 250$, as in Figure 4.25b, the IFA concentrates its search in the patch in the upper right quadrant of the environment, closest to the goal. When it has more time ($T_D = 500$) it proceeds to search the path in the lower right quadrant when it has exhausted the upper right.

The primary difference is that the foraging behavior of the IFA within a patch was substantially less systematic than it had been with static information. This is entirely a function of the random diffusion of information over time. The IFA is making some attempt to be systematic, but every time information moves it stops and replans. Information may diffuse back into an already harvested node. Since the IFA is not explicitly keeping track of already visited nodes, it may go back to one of these nodes if it has a higher mass. It may also be the case that the next node on the IFA’s intended path no longer has information, and thus it needs to find a new node to harvest. The overall effect is that the path, while still roughly contained within the patch, has more randomness in its movements.

In these particular simulations, the value of $\lambda$ has no effect on the final path. This is due to the fact that every information containing node in the environment has the same $I(N) = 1$, which means that no matter what the value of $\lambda$ is, $T_E(N)$ will drive the decisions about where to navigate. To better understand the effect of $\lambda$ on paths planned through environments with dynamic information, a similar environment was created except that instead of $I(N)$ always being set to 1, it was set to a random value derived from the normal distribution with $\mu = 1$ and $\sigma = 0.25$.

Figure 4.31 shows the paths generated by the IFA through this environment for different values of $\lambda$. One thing to note is that the final configuration of the information in the environment is different across the four paths. This is because the paths take different numbers of steps, noted below each figure, meaning there are different numbers of perturbations of the information. Also note that the two paths generated for the values of $\lambda > 1$ are both identical. These paths are more concentrated in the patch at the upper right of the environment. This is likely due to the fact that when $\lambda > 1$, $T_E(N)$ becomes more important than $I(N)$. Thus, the IFA is biased to examine nodes
that are nearby, so it will not move to a patch farther away until there is almost no information left in its current patch.

In the cases where $\lambda \leq 0$, as $\lambda$ decreases the IFA is more influenced by $I(N)$, and thus more willing to travel to a different patch to explore if it senses nodes there with higher $I(N)$. It can especially be seen in Figure 4.31a where there are many more paths between the patches on the upper right and the bottom right than for the other values of $\lambda$. 
All this extra traveling comes at a cost. As can be seen from the "Info gathered" statistics associated with each figure, the time spent moving around reduced the overall amount of time that could be spent harvesting information. Thus, the condition where $\lambda = 0.5$ was the worst performing condition within this dynamic environment. Likewise, when the IFA restricted itself to the patch in the upper right corner, it failed to move to a patch containing nodes with larger values of $I(N)$. At least within this specific simulation, $\lambda = 1.0$ seemed to strike the proper balance between minimizing travel time by staying within a patch, yet moving on to a new patch when the opportunities there appeared to be better.

4.4.5 Conclusions from the large environment simulations

The large environment tests make clear that the IFA is able to easily handle graphs that are larger and significantly more complex than the ones used in previous simulations. The IFA is able to adjust dynamically to information that is not known a priori, namely whether a given stochastic arc will ultimately be traversable or not. All of this happens relatively quickly (on the order of seconds inside of Matlab on a 2.8GHz i5 Macintosh computer). The ocean-like simulations show that the IFA can also operate in environments with very different types of information models. That is to say, the success of the IFA does not depend on the specific information model relevant to a particular environment. Together, these demonstrates the power of the IFA to scale up to complex domains, the flexibility of the IFA to be applied to many different types of foraging problems, and the utility of having a computationally tractable approach to the information gathering problem.
Chapter 5

Discussion

The Information Foraging Algorithm (IFA) was designed to enable a robot to maximize the amount of scientific information it gathered under deadline constraints while navigating through an uncertain environment. It was designed to guarantee that (within the limits of the robot’s knowledge) the robot will meet whatever deadlines or horizon constraints are imposed upon it.

5.1 IFA Summary

The IFA works by generating a graph representation of the environment, often a grid, based on an initial map it receives reflecting stochastic knowledge of the environment generated by some external source such as post-processed satellite imagery or other remote sensing data. The user can use various graph-based planning algorithms (e.g., Djikstra’s algorithm, A*, D*, etc.) in order to find lowest cost paths through the environment connecting the start and goal nodes to the information containing nodes of the graph.

Then the IFA generates a metric, Mass (see Section 3.2), for each node in the graph to reflect how desirable it is for the robot to visit that node and harvest its information. This desirability is based on the expected information value of the node and the remaining exploration time of visiting the node (defined in Sec. 3.2). Based on this, the IFA takes a greedy approach and directs the robot to navigate to the node in the environment with the largest mass.

If nothing in the environment changes, the robot will continue to navigate towards this
highest-mass node. If, however, it detects something is different in the environment from what it is expecting in its map, such as an arc cost having changed from uncertain to certain or the information content of a node having changed due to new data, the robot will stop and re-plan.

Because the IFA is fundamentally performing a series of minimum path graph searches, the planning and re-planning happen relatively quickly. The drawback to using graph-based methods, of course, is that finding an optimal solution to any sort of maximization problem is NP-hard. This necessarily means that the IFA is not finding optimal solutions. Rather, it is attempting to find relatively good, computationally tractable approximations to the optimal solutions.

The results from Chapter 4 clearly demonstrate that the IFA is achieving this goal. While it does not always collect the same amount of information as the optimal path through the environment would generate, it collects over 80% of the optimal amount of information in the average case, and collects more than 50% of the optimal amount in more than 98% of the paths it generates, even as environments get more complicated with more information containing nodes. This demonstrates that the IFA is at least a viable framework to use when constructing a physical robot to go out and perform scientific surveys of environments.

5.2 Future Directions

Obviously there are still improvements that could be made to the IFA. Since most of the environments it has thus far been tested in are simplified versions of real-world environments, it would be useful to get the algorithm to perform as well as possible before evaluating it in more real-world scenarios.

5.2.1 Planning ahead

Currently, the IFA takes a greedy approach and only plans for the next node it is going to visit and explore. It determines this next node based on the Mass metric. The problem with the greedy approach is exemplified in Section 4.3.2. In this simulation, the presence of the bottleneck
on the route to the goal, where every path to the goal had to go through one node, meant that the bottleneck node had a better opportunity cost than any other node. This meant the IFA selected it for exploration before it selected other nodes, even though any route through the environment would have to go back through that node eventually. This ended up wasting time that could have been used for exploration, causing that entire simulation to generate sub-optimal paths.

In this particular case, looking two nodes ahead instead of one would have avoided this issue. Thus, one of the first steps in improving the IFA should be giving it the ability to look ahead \( n \) steps, where \( n \) can be defined by the user. The trade-off, of course, is that looking ahead is what makes the maximization problem NP-hard in the first place, so \( n \) must be kept small enough that the problem is tractable. Essentially, this is a receding horizon control approach to the IFA.

This difficulty becomes especially pronounced when considering imposing a grid on the low-resolution satellite map of the real world. Frequently there are likely to be many nodes of the grid within each information containing blob. Thus \( n \) will have to be large for any significant benefit of looking ahead to be realized, which would make planning more computationally difficult. This leads to the second major thread of future research.

### 5.2.2 Dependent Nodes

Along with being greedy in its planning, the IFA also treats each node as independent of its surrounding nodes. In real world environments, though, this would rarely be true. If a given point in the environment is likely to contain a given feature, then, in general, points closer to it are also more likely to contain that feature. The opposite is true if a given point does not contain the feature of interest — adjacent points are also less likely to contain the feature.

Thus, one ongoing thread of improvement to the IFA involves exploring ways to have the Mass of node \( N \) be dependent on its characteristics, but also on those of its surrounding nodes. Establishing a mechanism for capturing these relationships also allows the possibility of collapsing multiple information-containing nodes into a single node in the planning graph that represents the
entire patch. This will make planning more efficient by reducing the number of nodes and edges that need to be considered in the planning graph. It would also make look-ahead planning more effective by allowing the IFA to look ahead based on entire patches rather than just individual nodes.

The simulations presented previously (see Ch. 4) demonstrate the feasibility of planning based on patches, as that is essentially what they were doing. In this case, that was a decision driven by the need to be able to calculate optimal paths through the simulation graphs in a reasonable amount of time. However, if the number of nodes in the planning graph can be reduced substantially enough such that the number of look ahead steps can approach the number of information containing nodes, then the solutions the IFA will be able to generate will be closer to the optimal solutions.

5.2.3 Excess Time

If $T_D$ is significantly more than the time it takes to harvest all the information in an environment (see Figures 4.25d, 4.27d, and 4.29d), there is an open question as to what the robot should do with the extra time it has. One possibility is to simply continue executing the IFA as before. When a robot has gathered all the information there is to gather, every node $N$ in the map has $M(N) = 0$. This is because the only nodes that are given a non-zero mass are the ones where $I(N) > 0$ (see lines 19-21 of Algorithm 3.1). Thus, every node in the graph has equal mass. In the case of the simulations presented here, the heuristic used to choose among nodes with equal mass is to choose the closest node. If there are multiple closest nodes, it chooses randomly. There is nothing that prevents some other heuristic from being used. The obvious alternative is to choose randomly from among all the tied nodes.

The main alternative is to use a domain-specific search heuristic. In a domain with diffuse information it may make sense to conduct further explorations at the fringes of previously explored patches. This could be accomplished by having the robot enter a separate control state once the IFA is finished. It could also be accomplished by having an external function that modifies $I(N)$ of the fringe nodes after all the patches have been explored and re-invoking the IFA. Other domains
might be best served by a random walk towards the goal, or by simply sitting still until either new information appears or bingo time arrives. Further research would help clarify what types of heuristics are best for particular types of domains.

5.2.4 Fully Stochastic Domains

As currently structured, the IFA requires that every node eligible to be visited have at least one deterministic path from it to the goal, $T_D$, meaning there must be a substantial number of deterministic arcs. However, there exist real-world domains where few or none of the arcs are deterministic, causing large segments of the domain to be avoided by the IFA.

First, it must be accepted that there is no mechanism by which a path can be found in a fully stochastic domain that will guarantee deadline satisfaction. Thus, a viable approach to path planning in this circumstance has to take into account either a minimum acceptable likelihood for satisfying the deadline, or a tolerance factor by which it is acceptable to exceed the deadline time, or some combination of the two. How exactly these two factors need to be balanced for a given mission domain will determine what mechanisms are viable for path planning.

The easiest mechanism for using the IFA in a fully stochastic domain is to define downward the definition of “deterministic.” Instead of requiring $P_t(a, b) = 1.0$ for the arc between $a$ and $b$ to be deterministic, the requirement could change to $P_t(a, b) > p$ where $p$ is chosen to guarantee a large percentage of nodes have deterministic paths to the goal. There are several problems that make this approach undesirable. First and foremost is the lack of understanding for the cumulative probability across a path. If the “deterministic” threshold is set to 0.9, a path where every arc has $P_t = 0.91$ will be deemed to be deterministic in exactly the same fashion as a path with one arc where $P_t = 0.90$ and the rest of its arcs having $P_t = 1$. The environment may also be structured such that lowering the threshold enough to guarantee a deterministic path from every node to the goal will lower it below what is deemed an acceptable likelihood of satisfying the deadline. Lowering the threshold too much also has the potential to render the distinction between stochastic and “deterministic”
arcs moot.

A second mechanism would identify for each node the path with this highest cumulative traversal probability. Assuming the traversal probabilities of each path are all independent, the cumulative traversal probability from node $a$ to $b$ and from $b$ to $c$ is $P_t(a, c) = P_t(a, b) \times P_t(b, c)$. The two-step path with the highest cumulative $P_t(x, y)$ will be the one that minimizes $P_t(x, y)^{-1}$, and this scales for paths with more than two steps. Since $P_t(a, c)^{-1} = (P_t(a, b) \times P_t(b, c))^{-1} = P_t(a, b)^{-1} \times P_t(b, c)^{-1}$, setting the “cost” of each arc to $P_t(x, y)^{-1}$ allows standard graph-search techniques to find the path with the highest traversal probability.

Unfortunately, this mechanism does not take into account the estimated time to traverse any of the arcs along this path. The path may be so long that there is no chance of satisfying the deadline. The ideal mechanism would be one that maximizes either the probability of satisfying the deadline, the probability of arriving within the tolerance factor of the deadline, or both. Such a mechanism will have to account for both $P_t$ and the estimated traversal time of each arc along each path. Without having a stochastic representation of the arc traversal times, this integration is difficult to accomplish. There are methods that have promise (e.g., [24]), but these are computationally intractable for graphs that do not meet some very specific conditions. Further research is needed to determine if robotic operating environments can be represented in a manner where these types of algorithms can be applied.

If the arc traversal times can also be represented stochastically, then the possibility of using the types of methods described in Section 2.3 becomes more realistic. In particular, a graph in which all of the arc traversal costs are stochastic is close to a structure that can be represented as any of a number of Markov-based statistical models, such as a Markov chain or Markov Decision Process (see, for example, [33, 34, 56, 59, 91]). Further research is required to understand how traversal probability and stochastic arc traversal times would be integrated to generate a proper cost representation for paths.
5.3 Conclusion

In conclusion, this dissertation presents a computationally feasible method for robotic path planning that maximizes the amount of information the robot will gather, the Information Foraging Algorithm (IFA). While the solutions paths generated are necessarily sub-optimal, the typical performance of the IFA is to generate paths that gather at least 50\%, and almost always at least 75\%, of the amount of information that could be gathered along the optimal path. The benefit is that the IFA is computationally simple and efficient when compared with the NP-hard problem of generating optimal maximization paths through a graph. Thus, the IFA represents a feasible approach to solving what in the future is likely to be a rapidly growing area of robotic utilization.
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